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Abstract

In this paper, we provide an adaptive version of the algorithm for counting real roots of real polynomial systems of Cucker, Krick, Malajovich and Wschebor. We show that, unlike the original algorithm, the adaptive version runs in finite expected time, while preserving the good properties of the original: numerically stable, highly parallelizable and good probabilistic run-time. Moreover, our probabilistic complexity analysis will be robust not limiting itself to KSS random polynomial systems.

1 Introduction

The trilogy of papers A numerical algorithm for zero counting [26, 27, 28] by Cucker, Krick, Malajovich and Wschebor is the first milestone of the so-called grid method [21, 22]. Their algorithm, from now on CKMW, is numerically stable, highly parallelizable and has a good run-time with high probability. The latter still holds under very general probabilistic assumptions [36, 37]. So, as with many trilogies in the last decade, we must answer the question: why does this classic trilogy need a sequel?

In one sentence: CKMW has infinite expected run-time (even for KSS polynomial systems). The shadow of this fact affects subsequent descendants of CKMW for computing the homology of real smooth projective varieties [29], basic semialgebraic sets [13] and general semialgebraic sets [15, 16] (cf. [76]). In this way, we cannot hope for finite expected run-times for the latter problems if we don’t have such finite expected run-time for the most simple problem: counting real zeros.

In this sequel paper, we present an adaptive version of CKMW, which we call aCKMW, whose run-time has finite expectation, and that preserving all the nice properties of the original algorithm: numerical stability, highly parallelizability, and good probabilistic runtime. Our result is an step towards the holy grail of real numerical algebraic geometry: a numerical algorithm for computing the homology groups of semialgebraic sets in expected single exponential time. Unfortunately, our results are not enough to solve this problem.

Without more hesitation, let’s state our main result in an informal way. To see the full technical version, see Theorem 2.21 in the next section where we explain in full technical detail all the claims of the theorem.
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Theorem A. There is a numerically stable algorithm $\text{aCKMW}$ that given a real homogeneous polynomial system

$$
\begin{align*}
 f_1(X_0, X_1, \ldots, X_n) &= 0 \\
 \vdots & \vdots \\
 f_n(X_0, X_1, \ldots, X_n) &= 0
\end{align*}
$$

with $f_i$ of degree $d_i$ computes the number of projective real roots $f$. Moreover, $\text{aCKMW}$ has the following properties:

(i) It can be modified to produce approximations à la Smale of all projective real roots, i.e., approximations such that the projective Newton’s method converge quadratically at them.

(ii) For a wide class of random polynomial systems, the expected run-time is

$$
2^{O(n \log n)} D^n N + 2^{O(n \log n)} (N + nD)D^2,
$$

where $D := \max_{i=1}^{n} d_i$ is the maximum degree, $D := \prod_{i=1}^{n} d_i$ the Bézout bound, and $N := \sum_{i=1}^{n} \left( \frac{n+d_i}{n} \right)$ is the number of coefficients of the system.

(iii) The algorithm can be parallelized so that it has

$$
O(n \log(nD))
$$

expected run-time with $2^{O(n \log n)} (D^n + D^2)N$ expected number of processors, under the same probabilistic assumptions as in (ii).

(iv) The algorithm can be run in floating-point arithmetic (with adaptive precision) in a way to guarantee that the output is correct and preserving the above probabilistic complexity bounds up to a logarithmic factor.

As it happened at the time when the original $\text{CKMW}$ appeared, $\text{aCKMW}$ is not the first algorithm on the table for counting (and computing) real zeros of real polynomial systems. So why should we care about this new algorithm? Because this algorithm is the first numerically stable algorithm for this problem that has a proven finite expected run-time which is polynomial in the degree and quasi-linearly exponential in the number of variables.

Relation to other algorithms

To put our algorithm and its complexity analysis into context, we will review briefly the literature on algorithms for finding real zeros of real polynomial systems. Our purpose here is to showcase the differences and similarities of our algorithms to other algorithms.

In the symbolic realm, there are several efficient methods for counting zeros (cf. [3 Ch. 12]): critical points method [43, 18], rational univariate representations [64, 41, 9], Gröbner bases [46]. . . Some of these methods are implemented and work reasonably well in practice (RootFinding[Isolate] in Maple [64], Fgb [38], RAGlib [68]). We can see that the complexity estimates of our algorithm are similar to those of the symbolic methods, which are of the form $D^{O(n)}$ (using the notations above). However, as it happened with the original algorithm, the adaptive version that we give is guaranteed to be numerically stable (at the price of not being able to handle ill-posed systems), unlike its symbolic alternatives.
In the numerical realm, homotopy continuation is the queen. To solve the considered problem, the main path would be to compute all the complex roots and then count the real ones. To compute all the complex zeros, there are many ways: total degree homotopy \[63\] (cf. \[12, 18.4.1\]), real homotopies \[55\], repeatedly computing one random root until roots are obtained \[5, §10.2\], monodromy \[34\]... The majority of these methods are implemented in many ways (PHCpack \[78\], Bertini \[4\], NAG4M2 \[54\], Hom4PS-3 \[19\], juliahomotopy.jl \[11\]) and perform very well in practice. Moreover, one can even certify the final count of real zeros efficiently in practice using floating-point interval arithmetic \[67, 53, 10\] (cf. \[59, Ch. 5\]), or using the not so efficient rational arithmetic \[47\].

However, despite all the progress in numerical complexity theory on solving complex polynomial systems through homotopy continuation \[12, III\], the full resolution of the original Smale’s 17th problem \[51\] and theoretical achievements beyond its scope \[52, 14\], the numerical complexity of finding the real zeros (or finding just one complex zero) of real polynomial systems through homotopy continuation (or any other numerical method) remains a widely open problem. Hence, by means of our algorithm and its complexity analysis, we show for the first time that the problem of computing the real zeros of a real polynomial system can be solved numerically in finite expected time. In the future, we should aim at improving our complexity-theoretical knowledge of homotopy continuation, so that homotopy continuation becomes the complexity-theoretical queen also in the realm of real numerical algebraic geometry.

In the so-called symbolic-numerical realm, the class of relevant algorithms is those known as subdivision methods. In the univariate setting, subdivision methods are near optimal to compute the real roots of real univariate polynomials \[60, 69\] (cf. \[50\]). In the multivariate case, there are not near optimal algorithms and one must consider a larger zoo of subdivision methods. The simplest ones are based on some interval version of Newton’s method \[59, Ch. 5\] or some test based on Miranda’s theorem \[80\], which work not only for polynomials, but any \(C^1\)-function with simple zeros. A more sophisticated class exploits the Bernstein basis to exclude roots using linear programming \[70\], normal cones \[35\] or reduction-to-one-dimension techniques \[58\], and for including roots they exploit Miranda’s theorem \[39, 40\]. We note that subdivision methods based in reduction techniques can be extended to more general functions \[77\] and to polynomials in the monomial basis \[57\]. In practice, these algorithms work reasonably well (see, in addition to the mentioned references, GlobSol \[48\], INTLAB \[66\] and IntervalRootFinding.jl \[7\]). However, the complexity of these algorithms is not well understood \[81, p. 32\]. In the cases where a complexity analysis is available, the complexity estimates seem to depend on quantities that are either unknown or hard to interpret (e.g. \(N_D(f)\) in \[58\] Theorem 5.7, the cost of the oracles in \[57\] Proposition 5.2.] or the \(\lambda_s\) in \[80, §7\]).

Anyone familiar with these subdivision methods described in the previous paragraph will notice that \(\text{aCKMW}\) is very similar to a subdivision method. This similarity is not surprising as the underlying idea of the grid method (i.e., approximate the space with a cloud of points to capture an object in it) is ‘dual’ to that of subdivision methods (i.e., subdivide the space into smaller regions). In particular, our algorithm is very similar to those subdivision methods of \[59, Ch. 5\], but it uses a variation of Smale’s \(\alpha\)-theory \[74\] (cf. \[81\]) instead of interval versions of Newton’s method. In other words, our algorithm does not use any fancy methods beyond Newton’s method in it. We note that our complexity analysis of \(\text{aCKMW}\) is better than the ones existing for subdivision methods in two ways: 1) the

\[1\]Up to the knowledge of this author and without considering papers related to the grid method, \[8\] and \[61\] are the only existing works considering the numerical complexity of solving real polynomial systems.
Background, techniques and achievements

The core of the paper is to make the algorithm \textit{CKMW} adaptive and analyze the complexity by taking this into account. However, the ideas of this paper didn’t generate \textit{ex nihilo}. Here, we describe briefly what was known and what this paper brings to the table in terms of techniques of complexity analysis.

The idea that an adaptive grid method might provide acceleration was already in the air when \textit{CKMW} was proposed in [26]. However, there were two main obstacles: 1) how to find an efficient procedure to make the grid method adaptive, and 2) how to exploit the adaptive nature to the algorithm to obtain a better complexity estimate.

The existence of complexity analyses that could take advantage of the latter became clear while analyzing the complexity of the Plantinga-Vegter algorithm in [23] (cf. [25]). In this work, the continuous amortization technique of [17] made it clear that, for the adaptive grid method, the condition-based bound of the run-time should be in terms of an expression of the form

$$E_{x \in \mathbb{S}^n} \kappa(f, x)^n, \quad (1.1)$$

where \(\kappa(f, x)\) is a local condition number measuring how near is \(f\) of being ill-posed around \(x\). This ‘averaged-over-the-sphere’ expression contrasts with the ‘supremum-over-the-sphere’ expression,

$$\sup_{x \in \mathbb{S}^n} \kappa(f, x)^n, \quad (1.2)$$

used to bound the run-time of all previous algorithms based on the (non-adaptive) grid method. The change from (1.2) to (1.1) has important probabilistic consequences. While (1.2) does not have finite expectation when we randomize \(f\), (1.1) does indeed have finite expectation.

The above change in the bound can be seen as a real analogue of the change from non-adaptive homotopy to adaptive homotopy done by Shub [71] in complex numerical algebraic geometry. In the complex setting, this change meant passing from infinite variance to finite variance for the run-time of homotopy continuation [6]. As we have seen above, in the real setting, the change is more dramatic as we pass from infinite expected run-time to finite run-time. However, as it happened with [71], the above change does not come with an adaptive grid method.

The first construction of an algorithm using an adaptive grid method was done by Han [44, 45], but his algorithm has two major flaws: 1) it is not constructive, and 2) the bound of its run-time involves

$$E_{x \in \mathbb{S}^n} \kappa(f, x)^{2n}, \quad (1.3)$$

which does not have a finite expectation when we randomize \(f\). Again, unlike in the complex setting, the real setting demands extra care. One can make a constructive grid

\footnote{Note that in previous works, one goes around the fact that (1.2) does not have finite expectation using variation of the notion of weak complexity [2]. In this way, one says that (1.2) is sufficiently small with high probability.}

\footnote{We warn the reader about the numerous mistakes of these references. This means that any statement can be false beyond trivial corrections.
method, as done by the author in \cite[Ch. 4]{76} to show that one can estimate (1.2) in finite expected time\footnote{This publication is the first one containing results related to that part of the PhD thesis of the author.}. Building on this work, Eckhardt \cite{34} proposes a fully constructive version of Han’s adaptive algorithm for computing the homology of basic semialgebraic sets\footnote{Let us note that the work of Eckhardt was highly non-trivial, as it had to provide completely new lower bounds for the local reach of a basic semialgebraic sets in \cite{44, 45} are completely wrong.}. Unfortunately, Eckhardt’s algorithm’s run-time’s bound still involves (1.3), which does not have finite expectation (with respect a random \( f \)).

Hence, after all these developments, one can see that obtaining an adaptive grid method that works in finite expected time is non-trivial. The main reasons for this are the following:

1. The procedure to select an approximating cloud of points from the adaptive grid seems to require a quadratic condition in \( \kappa(f, x) \). The latter is enough to force (1.3) into the complexity estimates.

2. The post-processing step of the approximating cloud of points has to be done in a way that it avoids pairwise comparisons among all points. If pairwise comparisons, or even worse, \( k \)-subset comparisons as it required for current homology computing algorithm, are required, the naive complexity estimates will be at quadratic in (1.1). A priori, we don’t expect squares of (1.1) to behave a lot more differently than (1.3), and, in particular, to have finite expectations.

In general, the post-processing step is the hardest part of subdivision methods. For example, although one might think that the analysis here is similar to the one done for the Plantinga-Vegter algorithm \cite{23} (cf. \cite{25}), we note that there we didn’t deal with the selection or processing step. Dealing with them in a way that the complexity estimates don’t blow up can be a challenging problem. In particular, for the Plantinga-Vegter algorithm this is so due to the need of very exact sign evaluations \cite[p. 32]{81}.

In this paper, we solve these two issues for zero counting. For (1), we recover the use of Smale’s \( \beta \) in Smale’s \( \alpha \)-criterion without using bounds of the form

\[
\beta(f, x) \leq \mu(f, x) \frac{\|f(x)\|}{\|f\|_W},
\]

which were the ones responsible for the quadratic condition in (1). The reason this change works is because we can guarantee that \( \beta(f, x) \) is small, and so that Smale’s \( \alpha \)-criterion is satisfied, if \( x \) is near enough a root. For (2), we use strongly that the topology of a zero dimensional set is discrete. Now, doing this alone is not enough for the bounds in Theorem \( \text{X} \). For this, we need to incorporate several tricks:

- **Change of norm:** Instead of using the Weyl norm \( \| \|_W \), we use the real \( L_\infty \)-norm \( \| \|_\infty \) following the ideas in \cite{24}. Doing this, allows us to have \( N \) instead of \( N^{n+1} \) is the estimate of the expected run-time.

- **Row normalization of the systems:** We normalize our polynomial system, equation by equation. In other words, instead of normalizing \( f \) as \( f/\|f\|_\infty \), we normalize it as \( (f_i/\|f_i\|) \). This substitutes a \( D^{2n} \) factor is the estimate of the run-time by \( D^2 \) the significantly smaller.

- **Lipschitz-constant-decreasing normalization of condition:** Instead of dealing with local condition numbers \( \kappa(f, x) \) that are \( D \)-Lipschitz in \( x \) (2nd Lipschitz property), we
introduce additional normalization by the diagonal matrix of degrees $\Delta$ to force this functions to be 1-Lipschitz in $x$. As the operation above, this allows us to transform several $D^n$ in the estimates by $\mathcal{D}$.

We note that the factor $D^n$ comes from the need to compute $\|\|$; but this computation can be avoided at the price of turning ACKMW into a Montecarlo algorithm.

In the future, one should expect to extend the adaptive grid method to the computation of homology of algebraic and semialgebraic sets. The ideas exposed here generalize easily to solve (1) for this problem (at least in the algebraic setting). The main challenge remains in the solution of (2) when we cannot rely on the zero set being a discrete set. An alternative line of work is to consider the original application of the grid method into feasibility problems [30, 20], whose complexity continues open [12, P.18].

Structure of the paper
In the next section, we explain in full detail the content of our algorithm, the probabilistic assumptions and all the complexity estimates. Then in Section 3, we provide all the results for the variation of Smale’s $\alpha$-theory that we will be using; in Section 4, we analyze the condition-based and probabilistic complexity of the algorithm; and in section 6, we discuss briefly the finite precision of the algorithm.

2 Main Ingredients and Overview
Let $n, q \in \mathbb{N}$, $d := (d_1, \ldots, d_q) \in \mathbb{N}^q$,

$$\mathcal{H}_{n, d_i} := \{ g \in \mathbb{R}[X_0, \ldots, X_n] \mid g \text{ is homogeneous of degree } d_i \}$$

the set of real homogeneous polynomials of degree $d_i$ in $X_0, \ldots, X_n$, and

$$\mathcal{H}_{n, d}[q] := \prod_{i=1}^q \mathcal{H}_{n, d_i} = \{ f \in \mathbb{R}[X_0, \ldots, X_n]^q \mid \text{for all } i, f_i \text{ is homogeneous of degree } d_i \},$$

the set of polynomial $q$-tuples $f$ such that $f_i$ is an homogeneous polynomial of degree $d_i$ in $X_0, \ldots, X_n$. We also introduce the following matrix

$$\Delta = \text{diag}(d) = \begin{pmatrix} d_1 & \cdots & \cdots & d_q \\ \vdots & \ddots & \ddots & \vdots \\ \cdots & \cdots & \cdots & \cdots \\ d_1 & \cdots & \cdots & d_q \end{pmatrix} \in \mathbb{R}^{q \times q}. \quad (2.1)$$

Associated to the above object, we consider the following constants:

- $D := \|d\|_{\infty} = \max_{i=1}^q d_i$, the maximum degree.
- $\mathcal{D} := \prod_{i=1}^q d_i \leq D^q$, the Bézout bound.
- $N := \sum_{i=1}^q (d_i + n) \leq q(1 + D)^n$, the input size.

Given $f \in \mathcal{H}_{n, d}[q]$, we will consider the following notations:

- $\partial^k f \in \mathbb{R}[X_0, \ldots, X_n]^q \times (n+1)^{\otimes k}$ is the tensor whose entries are given by the polynomials $\frac{\partial^k}{\partial X_1 \partial X_n} f_i$. Note that given $v_1, \ldots, v_k \in \mathbb{R}^{n+1}$, $\partial^k f(v_1, \ldots, v_k)$ is a $q$-tuple of homogeneous polynomials (such that the $i$th component is of degree $\max\{0, d_i - k\}$).
• $\partial^k_x f$ is the value of $\partial^k f$ at $x \in \mathbb{R}^{n+1}$.
• $D_x f : T_x S^n \to \mathbb{R}^q$ is the tangent map of $f$ (as a map on the sphere) at $x \in S^n$. By abuse of notation, we will write $D_x f = \partial_x f(I - xx^*)$ for $x \in S^n$.

In what follows, we will describe the algorithm and the complexity results of this paper. Before that, we will introduce the main ingredients.

### 2.1 Main Ingredients

The main ingredients for our algorithm are the following ones: the $L_\infty$-norm, the condition number, the $\delta$-theory, and an adaptive grid. We will mainly do the exposition working on the sphere $S^n$, as it is conceptually simpler. However, we note that all the relevant results can be adapted to the projective space, as the majority of the definitions are representative-invariant.

#### 2.1.1 $L_\infty$-norm and exclusion lemma

In previous works in real numerical algebraic geometry, the usual norm to use was the Weyl norm. The Weyl norm of $f \in \mathcal{H}_{n,d}$ is given by

$$\|f\|_W := \sqrt{\sum_i \sum_{|\alpha| = d_i} \left( \frac{d_i}{\alpha} \right)^{-1} f_{i,\alpha}^2}$$

where $f_i = \sum_{|\alpha| = d_i} f_{i,\alpha} X^\alpha$. The disadvantage of this norm is the appearance of factors of the form $N_O(n)$ in the complexity estimates of the algorithms. This can be avoided as shown in [24] by using other norms, such as the $L_\infty$-norm. The $L_\infty$-norm of $f \in \mathcal{H}_{n,d}$ is given by

$$\|f\|_{\infty} := \max_{x \in S^n} \|f(x)\|_{\infty} = \max_{x \in S^n} \max_i |f_i(x)|.$$

We note that this norm is invariant not only under the action of the orthogonal group $O(n+1)$ on $\mathcal{H}_{n,d}$, but also under the action of $O(n+1)^d$ on $\mathcal{H}_{n,d}$. The following result by Kellogg [49, Theorem IV] (which we cite in the form given in [24, Corollary 2.20]) will be the most useful result for us.

**Theorem 2.1 (Kellogg’s Theorem).** Let $f \in \mathcal{H}_{n,d}$ be an homogeneous polynomial of degree $d$. Then for all $k \in \mathbb{N}$, $x \in S^n$ and $v_1, \ldots, v_k \in \mathbb{R}^{n+1}$,

$$\left| \frac{1}{k!} \partial^k_x f(v_1, \ldots, v_k) \right| \leq \binom{d}{k} \|f\|_{\infty} \|v_1\|_2 \cdots \|v_k\|_2.$$

In particular, $f : S^n \to \mathbb{R}$ is $d \|f\|_{\infty}$-Lipschitz (with respect both the geodesic and Euclidean metrics in $S^n$).

The above theorem can be applied component by component to $f \in \mathcal{H}_{n,d}$ in order to obtain an analogue of the exclusion lemma [26, Lemma 3.1]. Given $f \in \mathcal{H}_{n,d}$, the row-normalization of $f$ is the following polynomial tuple

$$\hat{f} := (f_i/\|f_i\|_{\infty})_i \in \mathcal{H}_{n,d}.$$

Note that the row-normalization is better than the naive normalization $f/\|f\|_{\infty}$, because it makes all polynomials of the same magnitude.
Proposition 2.2 (Exclusion lemma). Let \( f \in \mathcal{H}_{n,d}[q] \). Then \( \Delta^{-1} \hat{f} : S^n \to [0,1] \) is a well-defined \( 1 \)-Lipschitz map (with respect both the geodesic and Euclidean metrics on \( S^n \)). In particular, for \( x \in S^n \) such that \( f(x) \neq 0 \),

\[
B_S \left( x, \left\| \Delta^{-1} \hat{f}(x) \right\| \right)
\]
does not contain any zero of \( f \). \( \square \)

The above result will allow us to exclude points that are very far away from the zero set of \( f \).

Remark 2.3. We note that [26] used originally the norm \( \max_i \| f_i \|_W \) because it was friendly to the \( \infty \)-norm. Our choice for the \( L_\infty \)-norm has this advantage, with the addition of a better probabilistic behaviour.

2.1.2 (Re-scaled) condition number

Given \( f \in \mathcal{H}_{n,d}[q] \) and \( x \in S^n \), the usually used condition numbers in numerical algebraic geometry are

\[
\mu(f,x) := \| f \|_W \left\| D_x f^\dagger \Delta^\frac{1}{2} \right\|_{2,2} \quad \text{and} \quad \kappa(f,x) := \left( \| f(x) \|_2^2 / \| f \|_W^2 + \mu(f,x)^{-2} \right)^{-\frac{1}{2}},
\]

where \( A^\dagger := A^*(AA^*)^{-1} \) is the pseudoinverse, \( \mu(f,x) = \infty \) if \( D_x f \) is not surjective (by convention), and \( \| \|_{2,2} \) is the induced norm with the Euclidean norm \( \| \|_2 \) in both the domain and codomain. The \( \mu \)-condition number controls the conditioning of \( f \) around a root \( x \), the \( \kappa \)-condition number controls the conditioning of \( f \) around any point \( x \). Because of this, the \( \mu \)-condition number tends to appear in the complex setting and the \( \kappa \)-condition number in the real one.

In [24, §3], these norms are adapted to the \( L_\infty \)-norm by changing \( \| f \|_W \) by \( \sqrt{q} \| f \|_\infty \) and \( \Delta^\frac{1}{2} \) by \( \Delta \). However, the scaling kept still favors the geometric approach of [12, Ch. 14] instead of a more complexity-focused approach. To correct this, we introduce the following variant of the \( \mu \)-condition.

Definition 2.4. Let \( f \in \mathcal{H}_{n,d}[q] \) and \( x \in S^n \). The \( \nu \)-condition number of \( f \) at \( x \) is the quantity given by

\[
\nu(f,x) := \| f \|_\infty \left\| D_x^{-1} f^\dagger \Delta^2 \right\|_{\infty,2},
\]

where \( \| \|_{\infty,2} \) is the operator norm with the \( \infty \)-norm in the domain and the Euclidean norm in the codomain, if \( D_x f \) is surjective, and \( \infty \), otherwise.

Remark 2.5. Note that for the row-normalization of \( f \), we have \( \nu(\hat{f},x) = \left\| D_x^{-1} \hat{f}^\dagger \Delta^2 \right\|_{\infty,2} \).

The importance of the \( \nu \)-condition lies in its use for controlling Newton’s method through the means of \( \delta \)-theory. We discuss this in the following point. The theorem below shows the so-called Lipschitz properties of \( \nu \) (term introduced in [76]). We note that our choice of scaling is so that the 2nd Lipschitz property has constant one. We postpone its proof until Section 3.

Theorem 2.6. Let \( f \in \mathcal{H}_{n,d}[q] \) and \( x \in S^n \). Then the following holds:
• **1st Lipschitz property.** For all $g, \tilde{g} \in \mathcal{H}_{n,d}[q],$

$$\left| \frac{\|\tilde{g}\|_{\infty}}{\nu(\tilde{g}, x)} - \frac{\|g\|_{\infty}}{\nu(g, x)} \right| \leq \|\Delta^{-1}(\tilde{g} - g)\|_{\infty}. $$

In particular, $\nu(f, x) \geq 1.$

• **2nd Lipschitz property.** The map

$$\mathbb{S}^n \to [0, 1]$$

$$x \mapsto \frac{1}{\nu(f, x)}$$

is 1-Lipschitz.

The condition number that will play a role in controlling the complexity around each point will be the following one.

**Definition 2.7.** Let $f \in \mathcal{H}_{n,d}[q]$ and $x \in \mathbb{S}^n.$ The $C$-condition number of $f$ at $x$ is the quantity given by

$$C(f, x) := \min \left\{ \frac{\|f\|_{\infty}}{\|\Delta^{-1}f(x)\|_{\infty}}, n\nu(f, x) \right\}. $$

Note that $C(f, x)$ becomes $\infty$ if and only if $x$ is a singular zero of $f.$ This shows that $C(f, x)$ controls the conditioning of $f$ around $x.$

2.1.3 $\delta$-Theory

Recall that the Newton’s spherical operator for $f \in \mathcal{H}_{n,d}[q]$ is the partial map given by

$$N_f : \mathbb{S}^n \to \mathbb{S}^n$$

$$x \mapsto x - \frac{D_x f^1 f(x)}{\|x - D_x f^1 f(x)\|}. $$

One can easily see that $N_f$ is defined on the domain

$$\text{dom } N_f := \{ x \in \mathbb{S}^n \mid D_x f \text{ is surjective} \},$$

and the fixed points of $N_f$ are precisely the non-singular zeros of $f.$ Moreover, note that $N_f$ is equivalent to projecting onto $\mathbb{S}^n$ a Newton step for $f|_{T_x \mathbb{S}^n}.$

Smale’s $\alpha$-theory [74] provides point-wise bounds to determine if there is a zero of an analytic function near given point and if convergence of Newton’s method happens. This is done in term of three parameters for $f \in \mathcal{H}_{n,d}[q]$ and $x \in \mathbb{S}^n:$

• **$\alpha$-estimate:**

$$\alpha(f, x) := \beta(f, x)\gamma(f, x).$$

• **$\beta$-estimate:**

$$\beta(f, x) := \|D_x f^1 f(x)\|_2.$$
• $\gamma$-estimate:

$$\gamma(f, x) := \max \left\{ 1, \sup_{k \geq 2} \frac{1}{k!} \left\| \frac{D_x f^k}{\partial_x f} \right\|_{2,2}^{\frac{1}{k-1}} \right\}$$

where $\left\| \cdot \right\|_{2,2}$ is the operator norm of the multilinear map

$$(v_1, \ldots, v_k) \mapsto \frac{1}{k!} D_x f^k \partial_x f(v_1, \ldots, v_k)$$

with respect the Euclidean norms.

We note that the $\beta$-estimate measures the length of the Newton step, in the sense that

$$\text{dist}_S(x, N_f(x)) = \arctan \beta(f, x) \leq \beta(f, x). \quad (2.3)$$

We note that for small values of $\beta(f, x)$, the case in which we are interested, $\arctan \beta(f, x)$ and $\beta(f, x)$ are the same for any practical effects. More precisely,

$$|\beta(f, x) - \arctan \beta(f, x)| \leq \frac{1}{3} \beta(f, x)^3. \quad (2.4)$$

Let us state Smale’s $\alpha$-theorem in a simple way (with explicit, although not optimal constants) for the spherical case.

**Theorem 2.8 ($\alpha$-theorem).** Let $f \in \mathcal{H}_{n,d}[q]$ and $x \in S^n$. If $\alpha(f, x) \leq 1/20$, then:

1. $\{N_f^k(x)\}_{k \in \mathbb{N}}$ is a well-defined convergent sequence.
2. The limit point of $\{N_f^k(x)\}_{k \in \mathbb{N}}$, $N_f^\infty(x)$, is a non-singular zero of $f$.
3. For all $k \geq 0$, $\text{dist}_S\left(N_f^k(x), N_f^\infty(x)\right) \leq \frac{3}{2} \left(\frac{1}{2}\right)^{2^{k-1}} \beta(f, x)$. In particular,

$$\text{dist}_S\left(x, N_f^\infty(x)\right) \leq \frac{3}{2} \beta(f, x) \leq \frac{3}{40} \frac{1}{\gamma(f, x)}.$$  

Following previous work, in particular [26], we would use the estimate

$$\beta(f, x) \leq \bar{\beta}(f, x) := \nu(f, x) \frac{\|\Delta^{-1} f(x)\|_\infty}{\|f\|_\infty} \quad (2.5)$$

for Smale’s $\beta$, and the estimate

$$\gamma(f, x) \leq \bar{\gamma}(f, x) := \frac{1}{2}(D - 1)\nu(f, x), \quad (2.6)$$

the latter a variant of the Higher Derivative Estimate [12 Theorem 16.1] (for the proof in this setting, see [24 §3]), for Smale’s $\gamma$. These two estimates together are not enough to obtain finite expected run-time. The reason for this is that $\bar{\beta}(f, x)\bar{\gamma}(f, x)$ can only be guaranteed to be sufficiently small if

$$(D - 1)\nu(f, x)^2 \text{dist}_S(x, Z_S(f)) < \frac{1}{10},$$

thus forcing (1.3) into our estimates.

A priori, the above situation might seem unavoidable given that Smale’s $\alpha$-criterion is a sufficient condition. However, there is no need to estimate Smale’s $\beta$ using $\bar{\beta}$, we can just compute $\beta$ without affecting the overall complexity. When we do this, the following converse (whose proof we left for Section 3) shows that if $x$ is sufficiently near the zero set, the $\alpha$-test must hold.
Proposition 2.9 (Converse of Smale’s $\alpha$-theorem). Let $f \in \mathcal{H}_{n,d}[q]$ and $x \in S^n$. If $\gamma(f,x) \text{dist}_S(x, Z_S(f)) < 1$, then
\[
\alpha(f,x) \leq \frac{\gamma(f,x) \text{dist}_S(x, Z_S(f))}{1 - \gamma(f,x) \text{dist}_S(x, Z_S(f))}.
\]
In particular, if $(D - 1)\nu(f,x)^2 \text{dist}_S(x, Z_S(f)) < 1/11$, then $\alpha(f,x) < \beta(f,x)\gamma(f,x) < 1/20$.

However, the Higher Derivative Estimate would force several powers of $D^n$ into the complexity. To avoid this, and obtain the best possible bound, we develop the $\delta$-theory which works exclusively in terms of the $\nu$-condition without involving Smale’s $\gamma$ at all. The letter ‘$\delta$’, in $\delta$-theory, is in honor of Dedieu, in whose exposition [31] we base our adaptation.

We will prove in Section 3 the following two adaptation of the two results above. Note that the constants in the results are not optimal.

Theorem 2.10 ($\delta$-theorem). Let $f \in \mathcal{H}_{n,d}[q]$ and $x \in S^n$ such that $\nu(f,x) < \infty$. If
\[
\delta(f,x) := \nu(f,x)\beta(f,x) \leq \frac{1}{4},
\]
then:
1. $\{N^k_f(x)\}_{k \in \mathbb{N}}$ is a well-defined convergent sequence.
2. The limit point of $\{N^k_f(x)\}_{k \in \mathbb{N}}$, $N^\infty_f(x)$, is a non-singular zero of $f$.
3. For all $k \geq 0$,
\[
\text{dist}_S \left( N^k_f(x), N^\infty_f(x) \right) \leq \frac{3}{2} \left( \frac{3}{4} \right)^k \frac{1}{3}^{2^k - 1} \beta(f,x) \leq \frac{3}{8} \left( \frac{3}{4} \right)^k \left( \frac{1}{3} \right)^{2^k - 1} \frac{1}{\nu(f,x)}.
\]
In particular,
\[
\text{dist}_S \left( x, N^\infty_f(x) \right) \leq \frac{3}{2} \beta(f,x) \leq \frac{3}{8} \frac{1}{\nu(f,x)}.
\]

Theorem 2.11 (Converse of the $\delta$-theorem). Let $f \in \mathcal{H}_{n,d}[q]$, $x \in S^n$ such that $\nu(f,x) < \infty$ and $c > 0$. If there is a regular zero $\zeta \in S^n$ of $f$ such that
\[
\text{dist}_S(x, \zeta) < \frac{c}{\nu(f,x)},
\]
then
\[
\delta(f,x) \leq c \left( 1 + \frac{c}{2} \right).
\]

Corollary 2.12. Let $f \in \mathcal{H}_{n,d}[q]$ and $x \in S^n$ such that $\nu(f,x) < \infty$. If
\[
\overline{B}_S \left( x, \frac{1}{5} \frac{1}{\nu(f,x)} \right) \cap Z_S(f) \neq \emptyset,
\]
then $\delta(f,x) \leq \frac{1}{4}$. \qed
The following technical proposition is needed to guarantee that, in the zero dimensional case, the above balls not only contain one zero, but that they don’t contain more than one zero. Its proof is at the end of Section 3.

**Proposition 2.13.** Let \( f \in \mathcal{H}_n, d[n] \) and \( x \in \mathbb{S}^n \) such that \( \nu(f, x) < \infty \). Then

\[
\mathcal{B}_{\mathbb{S}} \left( x, \frac{1}{3\nu(f, x)} \right)
\]

contains at most one zero of \( f \).

### 2.1.4 An adaptive grid

The way in which our grid will be constructed is by considering a grid of points in the boundary of the cube, which we will refine locally in the boundary of the cube itself. We only project the points to the sphere when an evaluation is needed, which allows to store the points in the cube with exact floating-point representation.

Consider the \( n \)-cube \([-1, 1]^n\) and together with it the following set of \( 2(n+1) \)-maps \( \text{IO}_{k,\sigma} : [-1,1]^n \to \mathbb{S}^n \), where \((k,\sigma) \in \{0,\ldots,n\} \times \{-1,1\}\), and given by

\[
\text{IO}_{k,\sigma}(x) := \frac{1}{\sqrt{1 + \|x\|^2}} \begin{pmatrix}
  x_1 \\
  \vdots \\
  x_{i-1} \\
  \sigma \\
  x_i \\
  \vdots \\
  x_n
\end{pmatrix}
\]

Note that all the above maps together is the same as considering the boundary of the \((n+1)\)-cube, \( \partial[-1,1]^{n+1} \), together with the central projection, \( x \mapsto x/\|x\| \), onto the sphere \( \mathbb{S}^n \). In this way, we have that the \( \text{IO}_{k,\sigma}[-1,1]^n \) cover the whole \( \mathbb{S}^n \).

In the original [26], one would consider a uniform grid in \([-1,1]^n\) and then project it onto \( \mathbb{S}^n \) to obtain the desired grid on the sphere. Making these concrete, with a small variation, one would consider the grid

\[
\mathcal{U}_\ell := [-1,1]^n \cap 2^{-\ell} (1 + 2\mathbb{Z})^n.
\]

The main property of this grid is that every point \( x \in \mathbb{S}^n \), there is some \((p,k,\sigma) \in \mathcal{U}_\ell \times \{0,\ldots,n\} \times \{-1,1\}\) such that \( \text{dist}_\mathbb{S}(x, \text{IO}_{k,\sigma}(p)) < \sqrt{n2^{-\ell}} \).

In [26], the refinement of the grid was global. In other words, one would just pass from \( \mathcal{U}_\ell^{2^n} \) to \( \mathcal{U}_{\ell+1}^{2^n} \) whenever the verification of the conditions failed at one point (even if they failed at just one point). To make this process adaptive, we do the above process locally, i.e., we only refine at points were things went wrong.

In our construction, we will not only require that we cover the sphere. We will also require to have an efficient cover of the cubes involved, like in subdivision methods such as the Plantinga-Vegter algorithm [62]. Based on this, we introduce the following definition.

**Definition 2.14.** An *adaptive cubical grid* is a subset

\[
\mathcal{G} \subset [-1,1]^n \times \mathbb{N} \times \{0,\ldots,n\} \times \{-1,1\}
\]
such that for all \((k, \sigma) \in \{0, \ldots, n\} \times \{-1, 1\}\),
\[
B_{k, \sigma} := \left\{ \mathcal{B}_\infty \left( x, 2^{-\ell} \right) \mid (x, \ell, k, \sigma) \in G \right\},
\]
where \(\mathcal{B}(y, r) := \left\{ x \in \mathbb{R}^n \mid \|y - x\|_\infty \leq r \right\}\), is a subdivision of \([-1, 1]^n\). The latter means that \(\bigcup B_{k, \sigma} = [-1, 1]^n\) and that for any \(B, \tilde{B} \in B_{k, \sigma}\), \(B \cap \tilde{B}\) has volume zero.

For a point \((x, \ell, k, \sigma)\) in such an adaptive cubical grid, we consider the following refinement operator:
\[
R(x, \ell, k, \sigma) := \left\{ \left( x + 2^{-\ell-1}v, \ell + 1, k, \sigma \right) \mid v \in \{-1, 1\}^n \right\}.
\] (2.9)

Geometrically, \(R(x, \ell, k, \sigma)\) produces a subdivision of \(\mathcal{B}_\infty \left( x, 2^{-\ell} \right)\) into \(2^n\) equal cubes. Also note that
\[
\bigcup_{(x, \ell, k, \sigma) \in \mathcal{U}_\ell \times \{\ell\} \times \{0, \ldots, n\} \times \{-1, 1\}} R(x, \ell, k, \sigma),
\]
which shows why \(R\) is a local refinement of the global refinement described above.

The following proposition is the geometric reason of why our adaptive grid covers the full space.

**Proposition 2.15.** (i) For every \(\ell \in \mathbb{N}\), \(\mathcal{U}_\ell \times \{\ell\} \times \{0, \ldots, n\} \times \{-1, 1\}\) is an adaptive cubical grid.

(ii) For every adaptive cubical grid \(G\) and every \((x, \ell, k, \sigma) \in G\),
\[
(G \setminus \{(x, \ell, k, \sigma)\}) \cup R(x, \ell, k, \sigma)
\]
is an adaptive cubical grid.

(iii) If \(G\) is an adaptive cubical grid, then
\[
\left\{ \mathcal{B}_\infty \left( \text{IO}_{k, \sigma}(x), \sqrt{n}2^{-\ell} \right) \mid (x, \ell, k, \sigma) \in G \right\},
\]
is a cover of \(\mathbb{S}^n\).

### 2.2 The algorithm

We now have all ingredients to present our adaptive version of [aCKMW]. The latter is given in pseudocode in page 14. For comparison, we have also given the original [CKMW] in pseudocode in page 15, written in the best way for comparison. Let us now give the definition of approximations à la Smale.

**Definition 2.16.** Let \(f \in \mathcal{H}_{m, d}[n]\) and \(\zeta \in Z\mathcal{S}(f)\). An approximation à la Smale of \(\zeta\) is some \((x, r) \in \mathbb{S}^n \times [0, 1]\) such that not only \(\{N_f^k(z)\}\) converges to \(\zeta\), where \(N_f\) is Newton’s spherical operator, but such that for all \(k \in \mathbb{N}\),
\[
\text{dist}_\mathbb{S}(N_f^k(z), \zeta) \leq \left( \frac{1}{2} \right)^{2k-1} r.
\]
Algorithm 2.1: aCKMW

**Input:** $f \in H_{n,d}[n]$

**Precondition:** All the zeros of $f$ are simple

```markdown
/* Computation of the $\|f_i\|_\infty$ */
1 forall $i \in \{1, \ldots, n\}$ do
2 $\ell \leftarrow 1 + \lceil \log(n) + \log d_i \rceil$
3 $Q_i \leftarrow (1 - \frac{1}{8n}) \max\{|f_i(IO_{k+1}(x))| : (x,k) \in U_\ell \times \{0, \ldots, n\}\}$
4 $Q \leftarrow \text{diag}(Q_1, \ldots, Q_n)$
/* Initialization of the grid */
5 $\ell \leftarrow \lceil \frac{1}{2} \log(n) \rceil$
6 $G \leftarrow U_\ell \times \{\ell\} \times \{0, \ldots, n\} \times \{+1\}$  // $U_\ell$ def. in (2.8)
/* Exclusion-Inclusion-Refinement Cycle */
7 $\tilde{Z} \leftarrow \emptyset$
8 repeat
9每次 $(x, \ell, k, +1) \in G$
10 $\xi \leftarrow IO_{k+1}(x)$  // $IO_{k+1}$ def. in (2.7)
/* Exclusion test */
11 if for some $i, 2^{\ell-1}|f_i(\xi)| \geq \sqrt{n}d_iQ_i$ then
12 $G \leftarrow G \setminus \{(x, \ell, k, +1)\}$
/* Inclusion test */
13 else if $6(1 - \frac{1}{8n})^{-1} n^{3/2} \|D_\xi f^{(1)} \Delta^2 \Omega\|_{\infty, \infty} \leq 2^\ell$ then
14 $\delta \leftarrow 5\sqrt{n} \|D_\xi f^{(1)} \Delta^2 \Omega\|_{\infty, \infty} \|D_x f^{(1)} f(x)\|_2$  // $\Delta$ def. in (2.1)
15 if $\delta < 1$ then
16 $\tilde{Z} \leftarrow \tilde{Z} \cup \{(\xi, 1.5 \|D_x f^{(1)} f(\xi)\|_2)\}$
17 $G \leftarrow G \setminus \{(x, \ell, k, +1)\}$
/* Refinement */
18 else
19 $G \leftarrow (G \setminus \{(x, \ell, k, +1)\}) \cup R(x, \ell, k, +1)$  // $R$ def. in (2.9)
20 until $G = \emptyset$
/* Elimination of redundant approximations */
21 $Z \leftarrow \emptyset$
22 forall $(x,r) \in \tilde{Z}$ do
23 $\tilde{Z} \leftarrow \tilde{Z} \setminus \{(x,r)\}$
24 $Z \leftarrow Z \cup \{(x,r)\}$
25 forall $(y,s) \in \tilde{Z}$ do
26 if $\text{dist}_S(x,y) < r + s$ or $\text{dist}_S(x,-y) < r + s$ then
27 $\tilde{Z} \leftarrow \tilde{Z} \setminus \{(y,s)\}$
/* Return of the approximation of the real zero set */
28 return $Z$
```

**Output:** Finite set $Z \subseteq S^n \times [0,1]$

**Postcondition:** $\#Z = \#Z_S(f)$

For all $(z,r) \in Z$, $(z,r)$ approximates some $\zeta \in Z_S(f)$ à la Smale
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Algorithm 2.2: CKMW

Input : $f \in H_n^d[n]

Precondition : All the zeros of $f$ are simple

/* Computation of $\|f\|_W$ */
1 $Q \leftarrow \|f\|_W$

/* Initialization of the grid */
2 $\ell \leftarrow \left\lceil \frac{1}{2} \log(n) \right\rceil$

/* Exclusion-Inclusion-Refinement Cycle */
3 repeat
4 $b \leftarrow \text{true}$, $G \leftarrow U_\ell \times \{0, \ldots, n\}$
5 $\tilde{Z} \leftarrow \emptyset$
6 repeat
7 Take $(x,k) \in G$
8 $\xi \leftarrow \text{IO}_{k+1}(x)$
9 /* Exclusion test */
10 if $2^\ell \|f(\xi)\|_2 \geq \sqrt{n} \mathcal{Q} \mathcal{Q}$ then
11 $G \leftarrow G \left\langle \{x,k\}\right.$
12 else if $2^{\ell+2}\mathcal{D}^{p/2}\mathcal{Q}^2\|Df^\dagger\Delta^{1/2}\|_{2,2}^2 \leq \sqrt{n}$ then
13 $\tau \leftarrow 10\mathcal{Q}\mathcal{D}^{p/2}\|Df^\dagger\Delta^{1/2}\|_{2,2} \|f(\xi)\|_2$
14 if $\tau < 1$ then
15 $\tilde{Z} \leftarrow \tilde{Z} \cup \{(\xi, 2\|Df^\dagger\Delta^{1/2}\|_{2,2} \|f(\xi)\|_2)\}$
16 $G \leftarrow G \left\langle \{x,k\}\right.$
17 else
18 $\ell \leftarrow \ell + 1$, $b \leftarrow \text{false}$, $G = \emptyset$
19 until $G = \emptyset$

/* Elimination of redundant approximations */
20 $Z \leftarrow \emptyset$
21 forall $(x,r) \in \tilde{Z}$ do
22 $\tilde{Z} \leftarrow \tilde{Z} \\setminus \{(x,r)\}$
23 $Z \leftarrow Z \cup \{(x,r)\}$
24 forall $(y,s) \in \tilde{Z}$ do
25 if $\text{dist}_S(x,y) < r + s$ or $\text{dist}_S(x,-y) < r + s$ then
26 $\tilde{Z} \leftarrow \tilde{Z} \\setminus \{(y,s)\}$

/* Return of the approximation of the real zero set */
27 return $Z$

Output : Finite set $Z \subseteq S^n \times [0,1]$

Postcondition: $\#Z = \#\tilde{Z}_f(f)$
For all $(z,r) \in Z$, $(z,r)$ approximates some $\zeta \in \tilde{Z}_f(f)$ à la Smale
Note that the importance of approximations à la Smale is that they can be refined to any needed degree of precision fast. This is because, we can guarantee that the number of binary digits duplicates at each Newton iteration (quadratic convergence). Note that the δ-theorem (Theorem 2.10) provides a stronger convergence condition, but the given one is the usual one.

We let the technical details of aCKMW to Section 4 where we will show that the algorithm is correct. Now, we give the intuition of the algorithm, so that one can see how all the ingredients come together.

The algorithm is divided three main parts:

1. Computation of the norms

2. Cycle of Exclusion-Inclusion-Refinement

3. Elimination of redundant approximations

The computation of the norms is the most expensive part of the algorithm. While in CKMW one only has to compute the Weyl norm; in aCKMW, we are required to compute the $L_\infty$-norms. This amounts to maximize a polynomial in the sphere, and it is the responsible for the $D^n$ in the complexity estimates. As shown in [24, §3], the $L_\infty$-norms are needed for obtaining the best complexity bounds for the grid method, despite the difficulty to compute them.

In the cycle of Exclusion-Inclusion-Refinement, we do an exclusion test, an inclusion test, if the latter fails; and we refine, if both tests fails. The main idea is to make the grid finer and finer until we can certify at each point of the grid that either there are no roots around (exclusion) or that there is a root around (inclusion). For the exclusion test, we use the exclusion lemma (Proposition 2.2); for the inclusion test, we use the δ-theorem (Theorem 2.10); and for the refinement we use the refinement operator $R$ in (2.9).

In the above cycle, we can see several important difference between CKMW and aCKMW:

- **Row-Normalization**: We observe that while the normalization in CKMW is of the form $f/\|f\|_W$, the normalization in aCKMW is the row-normalization defined in (2.2).

- **Use of Smale’s β**: Although aCKMW uses δ-theory instead of α-theory, this is not the most important difference with CKMW. Note that δ-theory is nothing more than α-theory adapted to homogeneous polynomials on the sphere. The main difference is that aCKMW uses Smale’s β directly, without estimating it with expression of the form (1.4) and (2.5).

This difference between how β is used by both algorithm is the reason behind the different form of the inequalities in line 13 of aCKMW and line 11 of CKMW. These conditions allow us to certify two things: 1) there is at most one root in $B_3(\xi, \sqrt{n}2^{-\ell})$. 2) If there is such a root in $B_3(\xi, \sqrt{n}2^{-\ell})$ the inclusion test will be successful. Without these two guarantees we risk undercounting the number of real roots.

- **Local refinement**: In CKMW, if any of the two tests fail, even if it just fails at a single point, we refine the full grid. The latter means the lost of any information obtained through the execution of the algorithm. In aCKMW, we avoid this lost of information, through means of local refinements. Of course, this is the adaptive character of the algorithm.
In the elimination of redundant approximations, ACKMW and CKMW are very similar. The theoretical justification for the procedure in ACKMW is Proposition 2.13, which guarantees that each approximation has only one zero in the ball considered around. To avoid testing all possible pairs, we test one approximation against all other approximations, removing the ones that approximate the same root. Once we do this for one root, we don’t have to test the rest of the approximations against the removed roots.

**Remark 2.17.** We observe that instead of computing the \( \|D\xi f^1 \Delta^2 \mathcal{Q}\|_{\infty,2} \) appearing in the definition of \( \nu(\mathcal{Q}^{-1} f, \xi) \), we are computing the estimate \( \|D\xi f^1 \Delta^2 \mathcal{Q}\|_{\infty,\infty} \). The reason for this is that while computing the first operator norm is computationally expensive, computing \( \|D\xi f^1 \Delta^2 \mathcal{Q}\|_{\infty,\infty} \) is very cheap.

**Remark 2.18.** Note that we are not considering points \((x, \ell, k, \sigma)\) only with \(\sigma = +1\). This is because we are working in \(\mathbb{P}^n\) and symmetry allows us to disregard half of the points to check.

### Beyond the zero-dimensional case

If we are interested in the zero dimensional case, we can adapt turn ACKMW into **Sampling** effortlessly. Unfortunately, there is no way of redundant approximations. Combining the postcondition in **Sampling** with the results in [34, §2.3], where an adaptive version of the Niyogi-Smale-Weinberger theorem is proven following on work of [45, 44], we can guarantee topological correctness. By this, we mean that we can guarantee that the inclusion \( Z_S(f) \subset \bigcup \{ B_{\mathbb{P}}(z, r) \mid (z, r) \in Z \text{ or } (-z, r) \in Z \} \) is an homotopy equivalence. Unfortunately, we are unaware of any way of exploiting this to obtain an algorithm that computes the homology or Betti numbers of smooth projective algebraic sets in finite expected time. We hope to explore this possibility, the main motivation of this paper, in future work.

The condition-based complexity analysis of **Sampling** is almost identical to that of ACKMW and we omit it. The probabilistic complexity analysis is harder than that of ACKMW but it can be done using similar techniques to the ones we use in this paper. However, we omit such proofs, as we plan to include probabilistic complexity analyses under more general hypotheses in future work.

### 2.3 Complexity results

In Section 4, we will perform a condition-based complexity of our algorithms in terms of

\[
E_{r \in S_n} C(f, r)^n \log C(f, r),
\]

where \( C \) was given in Definition 2.7. In these estimates \( l \) will vary depending on whether we only count arithmetic operations (the main case that we will consider in Section 4) or if we count bit operations (up to some degree) of the finite precision version (discussed in Section 5).

Now, condition-based complexity bounds explain why and how a numerical algorithm is faster depending on the input. Unfortunately, these input-dependent estimates do not give a good idea about the complexity of an algorithm. A long tradition in numerical complexity, going back to Goldstine and von Neumann [42] and popularized by Demmel [32] and Smale [73, 72], is to randomize the input and consider the probabilistic behaviour of the algorithm. In this way, when we talk about expected run-time, we do so with respect a distribution or family of distributions of the input space.
Algorithm 2.3: Sampling

Input: \( f \in H_{n,d}[q] \)

Precondition: \( Z_P(f) \) is smooth

/* Computation of the \( \|f_i\|_\infty \) */
1 forall \( i \in \{1, \ldots, q\} \) do
2 \( \ell \leftarrow 1 + \lceil \log(n) + \log d_i \rceil \)
3 \( Q_i \leftarrow 2 \max\{\|f_i(\hat{O} k_{i+1}(x))\| \mid (x,k) \in U_\ell \times \{0, \ldots, n\}\} \)

/* Initialization of the grid */
4 \( Q \leftarrow \text{diag}(Q_1, \ldots, Q_q) \)

/* Initialization of the grid */
5 \( \ell \leftarrow \lceil \frac{1}{2} \log(n) \rceil \)
6 \( G \leftarrow U_\ell \times \{\ell\} \times \{0, \ldots, n\} \times \{+1\} \) // \( U_\ell \) def. in (2.8)

/* Exclusion-Inclusion-Refinement Cycle */
7 \( Z \leftarrow \emptyset \)
8 repeat
9  Take \((x,\ell,k,+1)\in G\) // \( \hat{O} k_{i+1} \) def. in (2.7)
10  \( \xi \leftarrow \hat{O} k_{i+1}(x) \)
11  if for some \( i \), \( 2^{\ell-1} |f_i(\xi)| \geq \sqrt{n} d_i Q_i \) then
12    \( G \leftarrow G \setminus \{(x,\ell,k,+1)\} \) // Exclusion test */
13  else if \( 6 \left( 1 - \frac{1}{5n} \right)^{-1} n^{3/2} \|D_x f^{1/2} \Delta^2 Q\|_{\infty,\infty} \leq 2^\ell \) then
14     \( \delta \leftarrow 5 \sqrt{n} \|D_x f^{1/2} \Delta^2 Q\|_{\infty,\infty} \|D_x f^{1/2} f(x)\|_2 \) // \( \Delta \) def. in (2.1)
15     if \( \delta < 1 \) then
16       \( Z \leftarrow Z \cup \{(\xi, \sqrt{n} 2^{-\ell})\} \)
17       \( G \leftarrow G \setminus \{(x,\ell,k,+1)\} \) // Inclusion test */
18     else
19       \( G \leftarrow (G \setminus \{(x,\ell,k,+1)\}) \cup R(x,\ell,k,+1) \) // \( R \) def. in (2.9)
20    until \( G = \emptyset \)
21 return \( Z \)

Output: Finite set \( Z \subseteq S^n \times [0, 1] \)

Postcondition: \( Z_P(f) \subseteq \bigcup \{B_p(z, r) \mid (z,r) \in Z \text{ or } (-z, r) \in Z\} \)
For all \((z,r) \in Z\), \( 6\nu(f,z)r < 1 \) and \( \text{dist}_S(z, Z_S(f)) < \frac{2}{10\nu(f,z)} \)
As it usual for numerical algorithms, these kind of condition-based complexity estimates are not illustrative of the average behaviour of the algorithm. Following, we randomize the input of the algorithm to be able to talk about the expected run-time, which should give an idea of how the algorithm could work in practice. Moreover, we will consider also an smoothed analysis of our algorithm.

2.3.1 Probabilistic model

Let us recall some probabilistic notions that will be needed.

(i) A centered random variable is a random variable $x$ such that $\mathbb{E}x = 0$.

(ii) A subgaussian random variable is a random variable $x \in \mathbb{R}$ for which there is a constant $K > 0$ such that for all $p \geq 1$,

$$(\mathbb{E}|x|^p)^{\frac{1}{p}} \leq K \sqrt{p}.$$  

The smallest such constant $K$ is called the $\psi_2$-norm of $x$ and it is denoted by $\|x\|_{\psi_2}$.

(iii) A random variable $x \in \mathbb{R}$ has the anti-concentration property with constant $\rho$ if for all $u \in \mathbb{R}$ and $\varepsilon > 0$,

$$P(|x - u| < \varepsilon) \leq 2\rho \varepsilon.$$  

Note that this is equivalent to $x$ having a density (with respect to the Lebesgue measure) bounded by $\rho$.

The following definition introduce the main class of random polynomials that we will consider in our probabilistic considerations. This class was originally introduced in [23] for single polynomials. Note that ‘dobro’ ( dobró) comes from Russian and it means ‘good’.

**Definition 2.19.** A dobro random polynomial system $f \in \mathcal{H}_{n,d}[n]$ with parameters $K \in \mathbb{R}_+^n$ and $\rho \in \mathbb{R}_+^n$ is a tuple of random polynomials

$$\left( \sum_{|\alpha| = d_1} \left( \frac{d_1}{\alpha} \right)^{\frac{1}{2}} c_{1,\alpha} X^\alpha, \ldots, \sum_{|\alpha| = d_n} \left( \frac{d_n}{\alpha} \right)^{\frac{1}{2}} c_{n,\alpha} X^\alpha \right)$$

such that the $c_{i,\alpha} \in \mathbb{R}$ are independent centered subgaussian random variables with $\psi_2$-norm at most $K_i$ and anti-concentration property with constant $\rho_i$.

The class of dobro random polynomials contains the two following important classes of random polynomial systems:

(KSS) A KSS random polynomial system is a dobro random polynomial system $f \in \mathcal{H}_{n,d}[n]$ such that the $c_{i,\alpha}$ are i.d.d. normal random variables of mean zero and variance one. For a KSS random polynomial system, we have for each $i$, $K_i \leq \frac{1}{2}$ and $\rho_i = \frac{1}{\sqrt{2\pi}}$.

(W) A Weyl random polynomial system is a dobro random polynomial system $f \in \mathcal{H}_{n,d}[n]$ such that the $c_{i,\alpha}$ are i.d.d. random variables uniformly distributed in $[-1, 1]$. For a Weyl random polynomial system, we have for each $i$, $K_i = \rho_i = \frac{1}{2}$.

\[\text{Note that we use KSS for polynomial systems where not all polynomials have the same degree!}\]
We note that our probabilistic estimates for dobro polynomial systems will depend on

\[ d(f) := \left( \prod_{i=1}^{n} K_i(f) \rho_i(f) \right)^{\frac{1}{n}} \]

which we will call dobro constant of \( f \in \mathcal{H}_{n,d}[n] \). We observe that this quantity is invariant not only under multiplication of scalars of \( f \), but under multiplication by (possibly different) escalars of the polynomials in \( f \). Note that \( d(f) < 1/5 \), if \( f \) is KSS; and \( d(f) = 1/4 \), if \( f \) is Weyl.

Given \( f \in \mathcal{H}_{n,d}[n] \) dobro, then

\[ d(f) \geq \frac{1}{6}. \] (2.10)

The above inequality gives an idea of how small the dobro constant can be in the estimates. To prove the above inequality, one has just to consider \( P_f(|x| \leq Kt) \geq 1 - P_f(|x| > Kt) \) for a centered, subgaussian random variable \( x \) with the anti-concentration property.

The above random systems correspond to an average probabilistic model. We now define its smoothed version so that we can do the smoothed analysis of Spielman and Teng [75].

**Definition 2.20.** Let \( \sigma > 0 \). A \( \sigma \)-smoothed dobro random polynomial system with parameters \( K \in \mathbb{R}_n^\ast \) and \( \rho \in \mathbb{R}_n^\ast \) is a random polynomial system of the form

\[ q_\sigma = (f_1 + \sigma \|f_1\|_{\infty} f_1, \ldots, f_n + \sigma \|f_n\|_{\infty} f_n) \]

where \( f \in \mathcal{H}_{n,d}[n] \) is fixed and \( f \in \mathcal{H}_{n,d}[q] \) is a dobro random polynomial system with parameters \( K \) and \( \rho \). The dobro constant of \( q_\sigma \) is given by \( d(q_\sigma) = d(f) \).

The idea of the smoothed analysis is that we have a fixed input, in this case \( f \), that is perturbed by a some random perturbation, in this case \( f \), of a certain magnitude controlled by a parameter \( \sigma \). Observe that as \( \sigma \) goes to 0, \( q_\sigma \) just becomes the fixed \( f \) and that as \( \sigma \) goes to \( \infty \), \( q_\sigma \) becomes the random \( f \). In this way, smoothed analysis bridges between the worst case estimates and the average ones. In practice, this probabilistic model is very realistic as one usually deals with fixed input subjected to some random errors.

### 2.3.2 Main result

We now state the technical version of Theorem A in the introduction.

**Theorem 2.21.** Algorithm \texttt{aCKMW} is correct. When the input is a random polynomial system \( f \in \mathcal{H}_{n,d}[n] \), it satisfies the following:

1. If \( f \) is dobro, then the expected run-time is

\[ O \left( 2^{n \log n} + 3n D^2 N + 4^{n \log n + 16 n D^2} (N + n D) \right). \]

In particular, if \( f \) is KSS or Weyl, the expected run-time is

\[ O \left( 2^{n \log n} + 3n D^2 N + 4^{n \log n + 12 n D^2} (N + n D) \right). \]
(ii) If $f$ is $\sigma$-smoothed dobro, then the expected run-time is
\[
O \left( 2^{n \log n + 3nD^n} N + 2^4 2^{n \log n + 16nD^2} (N + nD) \left( 1 + \frac{1}{\sigma} \right)^{2n} \right).
\]

In particular, if $f$ is $\sigma$-smoothed KSS/Weyl, the expected run-time is
\[
O \left( 2^{n \log n + 3nD^n} N + 2^4 2^{n \log n + 12nD^2} (N + nD) \left( 1 + \frac{1}{\sigma} \right)^{2n} \right).
\]

Moreover, aCKMW can be parallelized. The parallel version, on random input $f \in \mathcal{H}_{n,d}[n]$, satisfies the following:

(iii) If $f$ is dobro, then the expected run-time is
\[
O(n \log(nD) + \log(6d(f)))
\]
with expected number of processor $2^{O(n \log n)}(D^n + d(f)^2nD^2)N$. A similar estimate holds in the smoothed case.

Finally, aCKMW can be executed in floating-point arithmetic with almost identical complexity estimates to those of (i) and (ii).

3 Sampling points: $\delta$-theory

We prove the $\delta$-theorem in a similar way to which Smale’s $\alpha$-theorem is proven in [31, Ch. 4]. For this, first we will prove Propositions 3.1 (which will follow from proving Theorem 2.6) and 3.2 which give the general variational properties of the $\nu$-condition and the $\beta$-estimate, and the Proposition 3.5 which gives the variational properties along a Newton step. We use them to prove the $\delta$-theorem. We finish with the proofs of Proposition 2.9

Proposition 3.1 (Variation of $\nu$). Let $f \in \mathcal{H}_{n,d}[q]$ and $x, y \in S^n$. If $\nu(f, x) \text{dist}_S(x, y) < 1$, then

$$\nu(f, y) \leq \frac{1}{1 - \nu(f, x) \text{dist}_S(x, y)} \nu(f, x).$$

Proposition 3.2 (Variation of $\beta$). Let $f \in \mathcal{H}_{n,d}[q]$ and $x, y \in S^n$. If $\nu(f, x) \text{dist}_S(x, y) < 1$, then

$$\beta(f, y) \leq \frac{1}{1 - \nu(f, x) \text{dist}_S(x, y)} \beta(f, x) + \frac{1 + \nu(f, x) \text{dist}_S(x, y)}{1 - \nu(f, x) \text{dist}_S(x, y)} \text{dist}_S(x, y).$$

Proof of Theorem 2.6 1st Lipschitz property. Note the following analog of the max-min theorem:

$$\frac{\|f\|_\infty}{\nu(f, x)} = \left\| (\Delta^{-2} D_x f)^\dagger \right\|^{-1}_\infty = \sup_{V \subseteq \mathbb{R}^{n+1}} \inf_{V \subseteq \mathbb{R}^{n+1}, v \neq 0} \frac{\|\Delta^{-2} D_x f v\|_\infty}{\|v\|_2}. \quad (3.1)$$
If $D_x f$ is not surjective, then both sizes are zero and the equality holds. If $D_x f$ is surjective, then
\[
\begin{aligned}
\left\|(\Delta^{-2}D_x f)^{\dagger}\right\|_{\infty, 2}^{-1} &= \inf_{w \neq 0} \frac{\|w\|_{\infty}}{\|\Delta^{-2}D_x f w\|_2} \\
&= \inf_{v \in \ker D_x f^{\perp}, v \neq 0} \frac{\|\Delta^{-2}D_x f v\|_2}{\|\Delta^{-2}D_x f^{\dagger} \Delta^{-2}D_x f v\|_2} = \inf_{v \neq 0} \frac{\|\Delta^{-2}D_x f v\|_{\infty}}{\|v\|_2},
\end{aligned}
\]
giving that the left-hand side is bounded by the right-hand side. For the other inequality, take a subspace $V$ of $\mathbb{R}^{n+1}$ of dimension $q$ such that $V \cap \ker D_x f = 0$, so that the orthogonal projection $P : V \rightarrow (\ker D_x f)^{\perp}$ is injective. Otherwise, the infimum on the right hand side would be zero. Then
\[
\begin{aligned}
\inf_{v \in V, v \neq 0} \frac{\|\Delta^{-2}D_x f v\|_{\infty}}{\|v\|_2} \leq \inf_{v \in V, v \neq 0} \frac{\|\Delta^{-2}D_x f v\|_{\infty}}{\|Pv\|_2} = \inf_{v \neq 0} \frac{\|\Delta^{-2}D_x f(Pv)\|_{\infty}}{\|Pv\|_2} = \inf_{v \in (\ker D_x f)^{\perp}, v \neq 0} \frac{\|\Delta^{-2}D_x f v\|_{\infty}}{\|v\|_2} = \left\| (\Delta^{-2}D_x f)^{\dagger} \right\|_{\infty, 2},
\end{aligned}
\]
where we use that projecting in the orthogonal complement of the kernel does not alter the image. Thus the wanted equality follows.

Using the above max-min theorem and that taking maximums and minimums preserves Lipschitz properties, we have that
\[
\left\| \frac{\|\tilde{g}\|_{\infty}}{\nu(\tilde{g}, x)} - \frac{\|g\|_{\infty}}{\nu(g, x)} \right\| \leq \|\Delta^{-2}D_x (\tilde{g} - g)\|_{2, \infty}.
\]
Now, by Kellogg’s theorem (Theorem 2.1),
\[
\|\Delta^{-2}D_x h\|_{2, \infty} \leq \max_i \sup_{v \neq 0} \frac{1}{d_i} \left| \frac{\partial_x h_i v}{\|v\|_2} \right| = \max_i \frac{\|h_i\|_{\infty}}{d_i} = \|\Delta^{-1} h\|_{\infty}, \tag{3.2}
\]
so the 1st Lipschitz inequality follows. For the other inequality, take in the 1st Lipschitz inequality, $g = f$ and $\tilde{g} = 0$, so that
\[
\nu(f, x) \geq \frac{\|f\|_{\infty}}{\|\Delta^{-1} f\|_{\infty}} \geq 1.
\]

**2nd Lipschitz property.** Let $y, \tilde{y} \in S^n$ and $u \in O(n + 1)$ be the planar rotation sending $x$ to $y$. Then
\[
\begin{aligned}
\left| \frac{1}{\nu(f, \tilde{y})} - \frac{1}{\nu(f, y)} \right| = \frac{1}{\|f\|_{\infty}} \left| \frac{\|f^u\|_{\infty}}{\nu(f^u, y)} - \frac{\|f\|_{\infty}}{\nu(f, y)} \right| = \frac{1}{\|f\|_{\infty}} \left| \frac{\|f\|_{\infty}}{\nu(f, y)} \right| \left| \frac{\|f^u\|_{\infty}}{\nu(f^u, y)} - 1 \right| \leq \frac{1}{\|f\|_{\infty}} \|\Delta^{-1}(f^u - f)\|_{\infty},
\end{aligned}
\]
Now, $\|\Delta^{-1}(f^u - f)\|_{\infty} = \max_{z \in S^n} \|\Delta^{-1}(f uz) - \Delta^{-1} f(z)\|_{\infty}$. By Kellogg’s theorem (Theorem 2.1), $\Delta^{-1} f$ is $\|f\|_{\infty}$-Lipschitz, since each $d_i^{-1} f_i$ is $\|f_i\|_{\infty}$-Lipschitz. Thus
\[
\|\Delta^{-1} f(uz) - \Delta^{-1} f(z)\|_{\infty} \leq \|f\|_{\infty} \text{dist}_S(z, uz) \leq \|f\|_{\infty} \text{dist}_S(y, \tilde{y})
\]
where the last inequality follows because $u$ is the planar rotation taking $y$ to $\tilde{y}$. □
Proof of Proposition 3.3. By the 2nd Lipschitz property of the \( \nu \)-condition (Theorem 2.6), \( x \mapsto 1/\nu(f, x) \) is 1-Lipschitz (with respect the geodesic distance on \( S^n \)). The proposition is just a rewriting of this condition.

Lemma 3.3. Let \( f \in \mathcal{H}_{n,d}[q] \) and \( x, y \in S^n \). Then
\[
\|D_y f \|^2 \leq \frac{1}{1 - \nu(f, x) \text{dist}_S(x, y)}.
\]

Lemma 3.4. Let \( f \in \mathcal{H}_{n,d}[q] \) and \( x, y \in S^n \) be such that \( y \neq -x \). Then
\[
\|D_x f(y)\|_2 \leq \|D_x f(x) + \text{dist}_S(x, y)D_x f \|_2 + \frac{1}{2} \nu(f, x) \text{dist}_S(x, y)^2,
\]
where \( v_{x,y} := (y - \langle y, x \rangle x) / \text{sin dist}_S(x, y) \) is the tangent unit vector at \( x \) of the geodesic joining \( x \) to \( y \).

Proof of Proposition 3.3. Note that
\[
\beta(f, y) = \|D_y f \|^2 \leq \|D_y f \|_2 \leq \|D_y f \|_2 \|D_x f \|_2 - 1,
\]
since \( D_x f D_x f = 1 \). The proposition follows now from Lemmas 3.3 and 3.4. 1/2 \( \leq 1 \), the triangle inequality and that \( D_x f D_x f \) is an orthogonal projection.

Proof of Lemma 3.3. Note that for \( f, g \in \mathcal{H}_{n,d}[q] \) and \( z \in S^n \),
\[
\|D_z g \|^2 \leq \|D_z g \|_2 \|D_z (f - g) \|_2 \leq 1 + \|D_z g \|_2 (f - g) \|_2 \leq 1 + \nu(g, z) \|\Delta^{-1}(f - g)\|_\infty (\text{Definition of } \nu\text{-condition})
\]
Now, let \( u \in O(n + 1) \) be the planar rotation taking \( x \) to \( y \). Then
\[
\|D_y f \|_2 \leq 1 + \nu(f, y) \text{dist}_S(x, y).
\]

Hence, arguing as in the proof of the 2nd Lipschitz property, but using the inequality above, we get
\[
\|D_y f \|_2 \leq 1 + \nu(f, y) \text{dist}_S(x, y).
\]

Finally, Proposition 3.1 finishes the proof.

Proof of Lemma 3.4. For any smooth path \( \vartheta : [0, 1] \rightarrow \mathbb{R}^{n+1} \), we have by Taylor’s theorem that
\[
\|\vartheta(1)\|_2 \leq \|\vartheta(0) + \vartheta'(0)\|_2 + \frac{1}{2} \max_{s \in [0, 1]} \|\vartheta''(s)\|_2.
\]
Now, let \( [0, 1] \ni t \rightarrow x_t \in S^n \) a constant speed geodesic joining \( x \) and \( y \) and \( \vartheta : [0, 1] \rightarrow \mathbb{R}^{n+1} \) the smooth path given by \( \vartheta(t) = D_x f(x_t) \). By the chain rule,
\[
\vartheta' = \text{dist}_S(x, y)D_x f D_x f v_{x,y} = \text{dist}_S(x, y)v_{x,y}.
\]
since $\partial_x f \nu_{x,y} = D_x f \nu_{x,y}$ since $x \in \ker D_x f$ and $\nu_{x,y}$ is orthogonal to $x$; and

$\nu''(s) = D_x f^1 (\partial^2_{x} f (\bar{x}_s, \bar{x}_s) - \Delta f(x_s) \text{dist}_2(x, y)^2)$,

since $\bar{x}_s = - \text{dist}_2(x, y)^2 x_s$ and $D_x f(x_t) = \Delta f(x_t)$ by Euler’s formula for homogeneous polynomials.

Now,

$$\|\nu''(s)\|_2 \leq \nu(f, x) \frac{1}{\|f\|_\infty} \|\Delta - \partial^2_{x} f (\bar{x}_s, \bar{x}_s) - \Delta^{-1} f(x_s) \text{dist}_2(x, y)^2\|_\infty.$$  

Now, by the triangle inequality, the above is bounded by

$$\max_i (|d_i^{-2} \partial^2_{x} f (\bar{x}_s, \bar{x}_s)| + |d_i^{-1} f(x_s)| \text{dist}_2(x, y)^2).$$

Applying Kellogg’s inequality (Theorem 2.1) we get that

$$|d_i^{-2} \partial^2_{x} f (\bar{x}_s, \bar{x}_s)| \leq \left(1 - \frac{1}{d_i}\right) \|f\|_\infty \text{dist}_2(x, y)^2$$ and

$$|d_i^{-1} f(x_s)| \leq \frac{1}{d_i} \|f\|_\infty;$$

since $\|\bar{x}_s\|_2 = \text{dist}_2(x, y)$. Hence

$$\frac{1}{2} \max_{s \in [0,1]} \|\nu''(s)\|_2 \leq \frac{1}{2}$$

and the result follows.

**Proposition 3.5 (Variation along a Newton step).** Let $f \in \mathcal{H}_{n,d}[q]$ and $x \in \mathbb{S}^n$ be such that $\delta(f, x) < 1$. Then $N^2_f(x)$ is defined,

$$\beta(f, N(f)(x)) \leq \frac{1}{2} \left(1 + \frac{\delta(f, x)}{1 - \delta(f, x)}\right) \delta(f, x) \beta(f, x)$$

and

$$\delta(f, N(f)(x)) \leq \frac{1}{2} \left(1 + \frac{\delta(f, x)}{1 - \delta(f, x)}\right)^2 \delta(f, x)^2.$$  

**Proof.** We note that $N^2_f(x)$ is well-defined, since $D_{N(f)} f$ is surjective as $\nu(f, N(f)(x)) < \infty$ by Proposition 3.1 and $\nu(f, x) \text{dist}_2(x, N(f)(x)) \leq \delta(f, x) < 1$.

For the bound on $\beta(f, N_f(x))$, we argue as in Proposition 3.2 using Lemmas 3.3 and 3.4. The main trick is that when we apply Lemma 3.4 we get that

$$\left|D_x f^1 f(x) - \text{dist}_2(x, N_f(x)) \right|_{D_x f} D_x f^1 v_{x,N_f(x)} \right| = \beta(f, x) |\beta(f, x) - \arctan \beta(f, x)| \leq \frac{1}{3} \beta(f, x)^3$$

due to $v_{x,N_f(x)} = -D_x f^1 f(x) / \beta(f, x)$, (2.3) and (2.4). Hence

$$\beta(f, N_f(x)) \leq \frac{1}{2} + \frac{1}{3} \frac{\beta(f, x)}{1 - \delta(f, x)} \delta(f, x) \beta(f, x).$$

The desired bound for $\beta(f, N_f(x))$ follows after noting that

$$\frac{1}{2} + \frac{1}{3} \beta(f, x) \leq \frac{1}{2} + \frac{1}{3} \delta(f, x) \leq \frac{1}{2} (1 + \delta(f, x)),$$

since $\nu(f, x) \geq 1$ by the 1st Lipschitz property (Theorem 2.6). For the inequality regarding $\delta(f, N_f(x))$, we combined the inequality for $\beta$ obtained with the one in Proposition 3.1. \qed
Proof of the \( \delta \)-Theorem (Theorem 2.10). We will show by induction that the Newton sequence is well-defined and that

\[
\delta(f, N^k_f(x)) \leq \left( \frac{1}{3} \right)^{2^k-1} \delta(f, x)
\]

and

\[
\beta(f, N^k_f(x)) \leq \left( \frac{3}{4} \right)^k \left( \frac{1}{3} \right)^{2^k-1} \beta(f, x)
\]

using Proposition 3.5.

Clearly both claims are true for \( k = 0 \), so the base case is true. We now show the induction step. By Proposition 3.5 and the induction hypothesis, \( N^{k+1}_f(x) = N_f(N^k_f(x)) \) is well-defined,

\[
\beta(f, N^{k+1}_f(x)) \leq \frac{1}{2} \frac{1 + \delta(f, N^k_f(x))}{1 - \delta(f, N^k_f(x))} \delta(f, N^k_f(x)) \beta(f, N^k_f(x))
\]

\[
\leq \frac{1}{2} \frac{1 + \delta(f, x)}{1 - \delta(f, x)} \delta(f, x) \left( \frac{3}{4} \right)^k \left( \frac{1}{3} \right)^{2^{k+1}-2} \beta(f, x)
\]

and

\[
\delta(f, N^{k+1}_f(x)) \leq \frac{1}{2} \frac{1 + \delta(f, N^k_f(x))}{(1 - \delta(f, N^k_f(x)))^2} \delta(f, N^k_f(x))^2
\]

\[
\leq \frac{1}{2} \frac{1 + \delta(f, x)}{(1 - \delta(f, x))^2} \delta(f, x) \left( \frac{1}{3} \right)^{2^{k+1}-2} \delta(f, x),
\]

where we have used that both

\[
t \mapsto \frac{1}{2} \frac{1 + t}{1 - t} \quad \text{and} \quad t \mapsto \frac{1}{2} \frac{1 + t}{(1 - t)^2}
\]

are monotonous on \( t \) for \( t \in [0, 1] \) and that \( \beta(f, N^k_f(x)) \leq \beta(f, x) \) and \( \delta(f, N_f(x)) \leq \delta(f, x) \). Now, by assumption, \( \delta(f, x) \leq 1/4 \), so

\[
\frac{1}{2} \frac{1 + \delta(f, x)}{(1 - \delta(f, x))^2} \delta(f, x) < \frac{1}{4} \quad \text{and} \quad \frac{1}{2} \frac{1 + \delta(f, x)}{(1 - \delta(f, x))^2} \delta(f, x) < \frac{1}{3}.
\]

Hence our inductive claims hold. This shows 1 and 2.

For 3, we note that for all \( k >= 0 \),

\[
\text{dist}_S \left( N^k_f(x), N^{k+1}_f(x) \right) \leq \left( \frac{3}{4} \right)^k \left( \frac{1}{3} \right)^{2^k-1} \beta(f, x) \leq \frac{1}{4} \left( \frac{3}{4} \right)^k \left( \frac{1}{3} \right)^{2^k-1} \frac{1}{\nu(f, x)}.
\]

Adding the sum, the desired claim follows. \( \square \)

Remark 3.6. In the above proof, we can see that to improve the constants in the \( \delta \)-theorem, we can just play with the values of \( \delta(f, x) \) and the bounds obtained in (3.3). For getting quadratic convergence, we can use \( \delta(f, x) < 1/3 \); and for getting convergence, \( \delta(f, x) \leq \frac{5 - \sqrt{17}}{2} \approx 0.4385 \ldots \)

We now prove the converses to the \( \alpha \)-theorem and to the \( \delta \)-theorem.
Proof of Proposition 2.9. Let $\zeta \in \mathcal{Z}_S$ be the nearest zero to $x$. Then, by Taylor’s theorem,

$$-D_x f^\dagger f(x) = D_x f^\dagger f(\zeta) - D_x f^\dagger f(x) = \sum_{k=1}^{\infty} \frac{1}{k!} D_x f^\dagger \partial_k^\dagger (\zeta - x, \ldots, \zeta - x).$$

Now, taking norms,

$$\beta(f, x) = \|D_x f^\dagger D_x f(\zeta - x)\|_2 + \sum_{k=2}^{\infty} \frac{1}{k!} \|D_x f^\dagger \partial_k^\dagger (\zeta - x, \ldots, \zeta - x)\|_2.$$

where the first summand side is bounded by $\|\zeta - x\|_2$, since $D_x f^\dagger D_x f$ is an orthogonal projection, and the $k$th summand in the series is bounded by $\gamma(f, x) (k - 1) \|\zeta - x\|_2^k$. Hence, we have that,

$$\beta(f, x) \leq \text{dist}_S(x, \mathcal{Z}_S(f)) \left( \sum_{k=0}^{\infty} \langle \gamma(f, x) \text{dist}_S(x, \mathcal{Z}_S(f)) \rangle^k \right) = \frac{\text{dist}_S(x, \mathcal{Z}_S(f))}{1 - \gamma(f, x) \text{dist}_S(x, \mathcal{Z}_S(f))}.$$

The rest follows from the Higher Derivative Estimate (2.6).

Proof of Theorem 2.11. We argue as in Lemma 3.4, taking the same map $\vartheta$, but with $y \in \mathcal{Z}_S(f)$ the nearest point to $x$. Using Taylor’s theorem for a smooth map $\vartheta : [0, 1] \to S^n$, we have that

$$\|\vartheta(1) - \vartheta(0)\|_2 \leq \|\vartheta'(0)\|_2 + \frac{1}{2} \sup_{s \in [0, 1]} \|\vartheta''(s)\|_2.$$

Taking $\vartheta$ as in the proof of Lemma 3.4, and arguing analogously, we obtain that

$$\beta(f, x) \leq \text{dist}_S(x, \mathcal{Z}_S(f)) + \frac{1}{2} \nu(f, x) \text{dist}_S(x, \mathcal{Z}_S(f))^2.$$

Multiplying by $\nu(f, x)$ gives the desired bound.

We finish the section with the proof of Proposition 2.13.

Proof of Proposition 2.13. The proof follows a similar idea to the proof in of [1, p. 161], but with he technical difficulties associated to working in the sphere. Without loss of generality, we assume that $\|f\|_\infty = 1$.

Let $\zeta_0, \zeta_1 \in \mathcal{B}_S(x, 1/(3\nu(f, x)))$ be distinct zeros of $f$. Let $[0, 1] \ni t \mapsto \zeta_t$ be the constant speed geodesic joining them. For each $i$, we have that $t \mapsto f_i(\zeta_t)$ takes the value 0 at the extremes of $[0, 1]$. Therefore, by Rolle’s theorem, for each $i$, there is some $t_i$ so that

$$D_{\zeta_{t_i}} f_i(\zeta_{t_i}) = 0.$$

Let $y = \zeta_{1/2}$ be the point equidistant to $\zeta_0$ and $\zeta_1$ in the geodesic joining them, and $v = \dot{\zeta}_{1/2}$ the tangent vector of the considered constant speed geodesic. Let $u_1, \ldots, u_n$ be the planar rotations that send $y$ respectively to $\zeta_{t_1}, \ldots, \zeta_{t_n}$. These planar rotations can be obtained by rotating the plane containing $\zeta_0, \zeta_1$ and the geodesic joining them. Note that, because of this, we must have that

$$u_i v = \dot{\zeta}_{t_i},$$

since these rotations must preserve tangent vectors along the geodesic joining $\zeta_0$ and $\zeta_i$.  
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Let $g = (f_i^u)$. By assumption and orthogonal invariance, $\|g\|_\infty = \|f\|_\infty = 1$. By construction, $D_yg : T_yS^n \to \mathbb{R}^n$ is not surjective, since $v \in \ker D_yg$. Note that here it is essential that $g$ is an $n$-tuple and not a $q$-tuple. Therefore

$$\nu(g, y) = \infty.$$ 

Now, we show that the above equality cannot happen. Therefore we cannot have two roots inside the considered ball. By the Lipschitz properties in Theorem 2.6,

$$\frac{1}{\nu(g, y)} \geq \frac{1}{\nu(f, x)} - \text{dist}_S(x, y)$$

(2nd Lipschitz prop. of $\nu$)

$$\geq \frac{1}{\nu(f, x)} - \|\Delta^{-1}(g - f)\|_\infty - \text{dist}_S(x, y)$$

(1st Lipschitz prop. of $\nu$)

$$\geq \frac{1}{\nu(f, x)} - \max_i \|d_i^{-1}(f_i^u - f_i)\|_\infty - \text{dist}_S(x, y)$$

$$\geq \frac{1}{\nu(f, x)} - \max_{i, z \in S^n} \text{dist}(z, u_i z) - \text{dist}_S(x, y)$$

(Kellogg’s Theorem (2.1)).

As $u_i$ is the planar rotation taking $y = \zeta_{1/2}$ to $\zeta_i$, along the geodesic where they lie, we have that

$$\text{dist}(z, u_i z) \leq \text{dist}_S(\zeta_{1/2}, \zeta_i) \leq \frac{1}{2} \text{dist}_S(\zeta_0, \zeta_1).$$

Hence

$$\frac{1}{\nu(g, y)} \geq \frac{1}{2\nu(f, x)},$$

since $y, \zeta_0, \zeta_1 \in \overline{B}_S(x, 1/(3\nu(f, x)))$. But this means that

$$\nu(g, y) \leq 2\nu(f, x) < \infty,$$

obtaining the desired contradiction. \hfill \Box

4 Complexity Analysis

We now give the complexity analysis, which is the core of this paper. First, we give several condition-based complexity analyses; then we use them to produce probabilistic complexity analyses.

4.1 Condition-based complexity analysis

The following theorem gives the condition-based estimate from where all our probabilistic estimates will be deduced.

**Theorem 4.1.** Algorithm $\text{aCKM}\text{M}$ is correct. When the input is a polynomial system $f \in \mathcal{H}_{n,d}[n]$, its run-time is bounded by

$$O \left[ 2^n \log n + 3n \mathbf{D}^n N + \text{vol}_n(S^n) \left( \frac{3n}{2} \right)^n (N + n \mathbf{D}) \left( \mathbb{E}_{x \in S^n} \left( \frac{C(f, x)^n}{\|x\|_\infty^{n+1}} \right) \right) \right].$$
Remark 4.2. We note that

\[ \text{vol}_n(S^n) \mathbb{E}_{t \in S^n} \frac{1}{\| t \|_{\infty}^{n+1}} = 2^n(n+1), \quad (4.1) \]

due to the change of variables formula. Because of this, we don’t estimate further the elements in the statement above.

Recall that in both algorithms we are just bounding the number of arithmetic operations. We divide the analysis between the three main part of aCKMW: 1) computation of the norms, 2) the Exclusion-Inclusion-Refinement Cycle, and 3) the elimination of redundant approximations. The proof of Theorem 4.1 follows from combining Propositions 4.3, 4.5 and 4.6.

4.1.1 Computation of the norms (Lines 1-3)

To compute the \( L_\infty \)-norms, the main result is [24, Proposition 4.2].

**Proposition 4.3.** Let \( f \in \mathcal{H}_{n,d} \) be an homogeneous polynomial of degree \( d \) and \( \mathcal{G} \subset S^n \) such that for every \( x \in S^n \), \( \text{dist}_{S^n}(x, \mathcal{G}) \leq \eta \). If \( d\eta \leq 1 \), then

\[
\max_{x \in \mathcal{G}} \| f(x) \|_\infty \leq \| f \|_\infty \leq \frac{1}{1 - D^2 \eta^2} \max_{x \in \mathcal{G}} \| f(x) \|_\infty.
\]

\[ \square \]

Using the above proposition, one proves the following result in a similar way to [24, Proposition 4.4].

**Proposition 4.4.** In lines 7-3 of aCKMW, the computed \( Q_i \) satisfy that

\[
\left( 1 - \frac{1}{8n} \right) Q_i \leq \| f_i \|_\infty \leq Q_i.
\]

Moreover, this computation requires

\[ \mathcal{O} \left( 2^{n \log n + 3n} D^n \right) \]

arithmetic operations.

**Proof.** We note that \( |U| = 2^n \). In this way, for each \( f_i \), we do \( \mathcal{O} \left( n2^{n\lfloor 1 + \log n + \log d_i \rfloor} \right) \) evaluations, taking each one of them \( \mathcal{O} \left( \binom{n+d_i}{n} \right) \) arithmetic operations (see [12, Lemma 16.31]). The property of the \( Q_i \) is justified by Proposition 4.3, since, by construction, for all \( i \) and all \( x \in S^n \), \( \text{dist}_{S^n}(x, \text{IO}_{k+1}(U_i)) \leq 1/d_i \). \[ \square \]

4.1.2 Exclusion-Inclusion-Refinement Cycle (Lines 7-20)

The next proposition is reminiscent of the continuous amortization of Burr, Krahmer and Yap [17].

**Proposition 4.5.** Lines 7-20 of aCKMW satisfy the following:
(a) If for all $i$, $\|f_i\|_\infty \leq Q_i$, then, at the end of the execution, we have that for all $(z, r) \in \tilde{Z}$, $B_S(z, r)$ contains exactly one root of $f$, of which $(z, r)$ is an approximation à la Smale. And reciprocally, for each $\zeta \in Z_S(f)$, there is some $(z, r) \in Z$ such that $\zeta \in B_S(z, r) \cup B_S(-z, r)$.

(b) The total number of points that were processed in the cycle is bounded by

$$\left(\frac{3n}{2}\right)^n \int_{x \in S^n} \frac{C(f, x)^n}{\|x\|_{\infty}^{n+1}} \, dx.$$ 

(c) The total number of arithmetic operations is bounded by

$$O\left(\left(\frac{3n}{2}\right)^n N \int_{x \in S^n} \frac{C(f, x)^n}{\|x\|_{\infty}^{n+1}} \, dx\right).$$

Proof of Proposition 2.15 (i) This is by construction.

(ii) The refinement operator substitutes a cube by $2^n$ copies of cube with half the width. Therefore it preserves the cubical grid property.

(iii) This follows from the fact that the $I_{0,k,s}$ are 1-Lipschitz with the Euclidean distance in the domain and the geodesic distance in the codomain. Note that the $\sqrt{n}$ comes from the relation between the $\infty$-norm and the Euclidean norm. 

Proof of Proposition 4.5 (a) Notice that

$$\left(1 - \frac{1}{8n}\right) \|\Delta^{-1} \hat{f}(\xi)\|_\infty \leq \|Q^{-1} \Delta^{-1} f(\xi)\|_\infty \leq \|\Delta^{-1} \hat{f}(\xi)\|_\infty$$

(4.2)

and that

$$\frac{1}{\sqrt{n}} \nu(f, x) \leq \|D_\xi f^1 \Delta^2 Q\|_{\infty, \infty} \leq \left(1 - \frac{1}{8n}\right)^{-1} \nu(f, x)$$

(4.3)

since for all $i$, $\left(1 - \frac{1}{8n}\right) \leq \|f_i\|_\infty / Q_i \leq 1$.

If the inequality in line 11 holds, then

$$\|Q^{-1} \Delta^{-1} f(\xi)\|_\infty \geq \sqrt{n} 2^{1-\ell},$$

and so, by (4.2),

$$\|\Delta^{-1} \hat{f}(\xi)\|_\infty \geq \sqrt{n} 2^{1-\ell}.$$ 

Hence the exclusion lemma (Proposition 2.2) guarantees that there are not any roots inside $\overline{B_S}(\xi, \sqrt{n} 2^{1-\ell})$, so the exclusion is justified.

If the inequality in line 13 is satisfied, then, by (4.3),

$$6 \left(1 - \frac{1}{8n}\right)^{-1} n \nu(f, \xi) \leq 2^\ell$$

and so

$$\overline{B_S}(\xi, \sqrt{n} 2^{-\ell}) \subseteq \overline{B_S}\left(\xi, \left(1 - \frac{1}{8n}\right) \frac{1}{6 \sqrt{n} \nu(f, \xi)}\right).$$
By the converse of the \( \delta \)-theorem (Proposition 2.11), if there is a root \( \zeta \) of \( f \) in \( \mathcal{B}_\infty(\xi, \sqrt{n}2^{-\ell}) \), then
\[
5 \left(1 - \frac{1}{8n}\right)^{-1} \sqrt{n}\delta(\hat{f}, x) < 1,
\]
and so, by (4.3),
\[
5\sqrt{n}\|D\xi f^\dagger \Delta^2 Q\|_{\infty, \infty} \|D\xi f^\dagger f(\xi)\|_2 \leq 1.
\]
Thus we conclude that the inclusion test would be passed in this case. Note that by construction of the adaptive grid (Proposition 2.15), the above situation happens to every possible projective root.

Now, if the inclusion test is passed, this means that, by (4.3), the hypothesis of the \( \delta \)-theorem (Theorem 2.10) holds, and so there is a root \( \zeta \in \mathcal{Z}_\infty(f) \) such that \( (\xi, 1.5\|D\xi f^\dagger f(\xi)\|_2) \) is an approximation \( \alpha la \) Smale of \( \zeta \), and such that
\[
\text{dist}_\infty(\zeta, x) \leq 1.5\|D\xi f^\dagger f(\xi)\|_2 \leq \frac{3}{10} \frac{1}{\nu(f, x)} < \frac{1}{3\nu(f, x)}.
\]
Hence \( \zeta \) is the unique root of \( f \) in \( \mathcal{B}_\infty(\xi, \frac{1}{3\nu(f, x)}) \), by Proposition 2.13. Note that this means that if there was a root in and such that . This justifies the inclusion of the point. Moreover, note that if there was a root in \( \mathcal{B}_\infty(\xi, \sqrt{n}2^{-\ell}) \subset \mathcal{B}_\infty(\xi, \frac{1}{3\nu(f, x)}) \), it has to be \( \zeta \).

Thus (a) follows, as this happens to every root.

(b) Let \((x, \ell, k, +1) \in \mathcal{G}\) be a point that either passes either the test in line 11 or the test in line 13, and \((y, \ell - 1, k, +1)\) the parent of \((x, \ell, k, +1)\), i.e., \((x, \ell, k, +1) \in R(y, \ell - 1, k, +1)\). We define \( \hat{x} = \text{IO}_{k, +1}(x) \) and \( \hat{y} = \text{IO}_{k, +1}(y) \). Note that \((y, \ell - 1, k, +1)\) does not satisfy the conditions in lines 11 and 13. Therefore, by applying (4.2) and (4.3), we have that
\[
\|\Delta^{-1}\hat{f}(\hat{y})\|_\infty \leq \left(1 - \frac{1}{8n}\right)^{-1} \sqrt{n}2^{-\ell} \text{ and } \nu(\hat{f}, \hat{y})^{-1} \leq 3n \left(1 - \frac{1}{8n}\right)^{-2} \sqrt{n}2^{-\ell}.
\]
Therefore for all \( \hat{z} \in \text{IO}_{k, +1}(\hat{B}_\infty(\hat{x}, 2^{-\ell})) \),
\[
\left(1 - \frac{1}{8n}\right)^{-1} \sqrt{n}2^{-\ell} \geq \|\Delta^{-1}\hat{f}(\hat{y})\| \geq \|\Delta^{-1}\hat{f}(\hat{z})\| - 2\sqrt{n}2^{-\ell},
\]
by Proposition 2.2 and
\[
3n \left(1 - \frac{1}{8n}\right)^{-2} \sqrt{n}2^{-\ell} \geq \nu(\hat{f}, \hat{y})^{-1} \geq \nu(\hat{f}, \hat{z})^{-1} - 2\sqrt{n}2^{-\ell},
\]
by the 2nd Lipschitz property of \( \nu \) (Theorem 2.6). Hence for all \( z \in \mathcal{B}_\infty(x, 2^{-\ell}) \),
\[
2^\ell - 1 \leq \min \left\{ \frac{\sqrt{n}}{\|\Delta^{-1}\hat{f}(\text{IO}_{k, +1}(z))\|_\infty}, \left(n + \frac{1}{2}\right) \sqrt{n} \nu(\hat{f}, \text{IO}_{k, +1}(z)) \right\},
\]
and so for all \( z \in \mathcal{B}_\infty(x, 2^{-\ell}) \),
\[
2^\ell - 1 \leq 3\sqrt{n} c(\hat{f}, \text{IO}_{k, +1}(z)). \quad (4.4)
\]
Now,
\[ 1 \leq \left( \frac{3n}{2} \right)^n \int_{z \in \mathcal{B}_\infty(x,2^{-l})} C \left( \hat{f}, \text{IO}_{k+1}(z) \right)^n dz. \]

Therefore the final set of points, those that pass either the test in line 11 or the one in line 13, is bounded by
\[ \left( \frac{3n}{2} \right)^n \sum_{k=0}^{n+1} \int_{z \in \mathcal{B}_\infty(z,0,1)} C \left( \hat{f}, \text{IO}_{k+1}(z) \right)^n dz. \]

Now, for all \( k \), \( \partial_z \text{IO}_{k+1} \) has singular values
\[ \frac{1}{\sqrt{1 + \|z\|^2}}, \ldots, \frac{1}{\sqrt{1 + \|z\|^2}} \]
and so
\[ |\det D_z \text{IO}_{k+1}^{-1}| = \frac{1}{\left( 1 + \|\text{IO}^{-1}(z)\|_2 \right)^{n+2}} = \frac{1}{\|z\|^{n+1}}. \]

And so, doing a change of variables, we get the bound
\[ \frac{1}{2} \left( \frac{3n}{2} \right)^n \int_{\hat{z} \in S^n} C \left( \hat{f}, \hat{z} \right)^n \|\hat{z}\|_{\infty}^{n+1} d\hat{z}. \]

This concludes the proof of (b) since the number of total points considered in the cycle is at most the double of the final number of points.

For the number of arithmetic operations, we apply [12, Proposition 16.32].

\[ \boxed{4.1.3 \text{ Elimination of redundant approximations (Lines 21-27)}} \]

The following proposition finishes the proof of Theorem 4.1.

**Proposition 4.6.** Lines 21-27 of aCKMW produces a set satisfying the postcondition of the algorithm. The computation in them takes at most \( O \left( nD \|\tilde{Z}\| \right) \) arithmetic operations. In particular, it requires
\[ O \left( \left( \frac{3n}{2} \right)^n (nD) \int_{x \in S^n} C \left( \hat{f}, x \right)^n \|x\|_{\infty}^{n+1} dx \right) \]

arithmetic operations.

**Proof.** Correctness follows from Proposition 4.5(i), as if two \( \mathcal{B}_S(z,r) \) intersect, they must approximate the same root.

We compare each elements of \( \tilde{Z} \) with the remainder elements of \( \tilde{Z} \) that haven’t been removed. Now, there are at most \( D \) points that we will select. So we will do at most \( D|\tilde{Z}| \) comparison. Note that each comparison requires \( O(n) \) operations, so the desired bound follows. The last part is Proposition 4.5(ii).

\[ \boxed{4.2 \text{ Probabilistic complexity analysis}} \]

We prove now the probabilistic statements of Theorem 2.21. We will focus in proving points (i) and (ii) as the rest are similar.
4.2.1 Probabilistic tools

The following proposition is a version of [65, Theorem 1.1] with the explicit constants of [56].

**Proposition 4.7 (Anti-concentration bound).** Let $\mathbf{r} \in \mathbb{R}^N$ be a random vector such that its components $r_i$ are random variables with anti-concentration property with constant $\rho$. Then, for every orthogonal projection $P : \mathbb{R}^N \to \mathbb{R}^N$ and measurable $U \subseteq \mathbb{R}^k$,

$$P_x(A_x \in U) \leq \text{vol}(U)(\sqrt{2}\rho)^k.$$

The following technical lemmas will be useful for some of our estimates. The first one is just Stirling’s approximation and the second one a simple application of the change of coordinates.

**Lemma 4.8.** For all $n \geq 1$,

$$\frac{1}{\sqrt{2\pi n}} \left( \frac{2\pi e}{n} \right)^{n/2} \leq \omega_n \leq \frac{1}{\sqrt{\pi n}} \left( \frac{2\pi e}{n} \right)^{n/2},$$

where $\omega_n$ is the volume of the $n$-dimensional ball $B(0, 1) \subset \mathbb{R}^n$.

**Lemma 4.9.** [12, Lemma 2.31] Let $r \in [0, 1/2]$ and $x \in S^n$. Then

$$\omega_n (0.95r)^n \leq \omega_n \sin^n r \leq \text{vol}_n(B_{S}(x, r)) \leq \omega_n r^n \tag{4.5}$$

where $\omega_n$ is the volume of the $n$-dimensional ball $B(0, 1) \subset \mathbb{R}^n$.

As the following integral will appear once and once again, we put its computation in a lemma.

**Lemma 4.10.** Let $\alpha \geq 1$ and $\beta > 1$. Then

$$\int_{1}^{\infty} \frac{\ln^\alpha t}{t^{\beta}} \, dt = \frac{\Gamma(\alpha + 1)}{(\beta - 1)^{\alpha + 1}} \leq O \left( \left( \frac{\alpha}{\varepsilon(\beta - 1)} \right)^{\alpha + 1} \right).$$

4.2.2 Tail bound for $C$: Average case

We prove now the tail bound for $C(f, x)$ for $f$ dobro and $x \in S^n$.

**Theorem 4.11.** Let $x \in S^n$ and $f \in \mathcal{H}_{n,d}[n]$ dobro. Then for all $t \geq 2n$,

$$P_{f} \left( C(\hat{f}, x) \geq t \right) \leq 2^{n \log(n) + 13.5w} D_{f}^2 \left( \frac{\ln 2n}{t} \right)^{n+1}.$$

**Corollary 4.12.** Let $x \in S^n$ and $q_{\sigma} \in \mathcal{H}_{n,d}[n]$ dobro. Then

$$\mathbb{E}_{q_{\sigma}} C(\hat{f}, x)^n = O \left( 2^{3n \log(n) + 13.5w} D_{f}^2 \right).$$
The proof rely on a lemma for controlling the $L_\infty$-norm of a dobror random polynomial, which is given in [24 Proposition 4.30]. We give the optimized version for just a single polynomial (using [24 Proposition 4.23]).

Lemma 4.13. Let $f \in H_{n,d}$ be a dobror random polynomial with parameters $K$ and $\rho$. Then, for all $t > 0$,
\[
P(\|f\|_\infty \geq t) \leq 2 \exp\left(-\frac{t^2}{128K^2n \ln(ed)}\right).
\]

Proof of Theorem 4.11. If $C(\hat{f}, x) \geq t$, then for all $i$,
\[|f_i(x)| \leq d_i \|f_i\|_\infty t^{-1},\]
and there is $v \in S(T_xS^n)$ such that for all $i$,
\[|D_x f_i(v)| \leq nd_i^2 \|f_i\|_\infty t^{-1}.\]
To see the last one we use the max-min principle (3.1).

Now, by Kellogg’s theorem (Theorem 2.1), the second condition implies that
\[
\{w \in S(T_xS^n) \mid \forall i, |D_x f_i(v)| \leq 2nd_i^2 \|f_i\|_\infty t^{-1}\} \supset B_S(v, nt^{-1}).
\]
Now, by Lemmas 4.8 and 4.9, the latter means that
\[
P_{v \in S(T_xS^n)}(\forall i, |D_x f_i(v)| \leq 2nd_i^2 \|f_i\|_\infty t^{-1}) \geq 0.25\sqrt{n}(0.95nt^{-1})^{n-1},
\]
when $t \geq 2n$.

We consider the following events for the random $f$:
\begin{itemize}
  \item $A_i$: $|f_i(x)| \leq d_i \|f_i\|_\infty t^{-1}$.
  \item $B_i$: $|D_x f_i(v)| \leq 2nd_i^2 \|f_i\|_\infty t^{-1}$.
\end{itemize}

By the above and the implication bound, we have that
\[
P_{f}(C(\hat{f}, x) \geq t)
\leq \mathbb{P}_f(\bigcap_i A_i \& \mathbb{P}_{v \in S(T_xS^n)}(\bigcap_i B_i) \geq 0.25\sqrt{n}(0.95nt^{-1})^{n-1})
\leq \mathbb{P}_f(\mathbb{P}_{v \in S(T_xS^n)}(\bigcap_i (A_i \cap B_i)) \geq 0.25\sqrt{n}(0.95nt^{-1})^{n-1}) \quad (A_i \text{ independent of } v)
\leq \frac{4}{\sqrt{n}} \left(\frac{1.1t}{n}\right)^{n-1} \mathbb{E}_f \mathbb{P}_{v \in S(T_xS^n)}(\bigcap_i (A_i \cap B_i)) \quad \text{(Markov’s inequality)}
\leq \frac{4}{\sqrt{n}} \left(\frac{1.1t}{n}\right)^{n-1} \mathbb{E}_v \mathbb{P}_{f \in S(T_xS^n)} \mathbb{P}_f (\bigcap_i (A_i \cap B_i)) \quad \text{(Tonelli’s theorem)}
\leq \frac{4}{\sqrt{n}} \left(\frac{1.1t}{n}\right)^{n-1} \mathbb{E}_v \mathbb{P}_{f \in S(T_xS^n)} \prod_i \mathbb{P}_f (A_i \cap B_i) \quad (A_i \cap B_i \text{ independent})
\]
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Now, we only need to bound each $\mathbb{P}_f(A_i \cap B_i)$ when $v$ is fixed to a constant $v$. By a simple probabilistic argument, we have that

$$\mathbb{P}_f(A_i \cap B_i) = \mathbb{P}_f(|f_i(x)| \leq d_i f_i \|_\infty t^{-1}, |D_x f_i(v)| \leq 2n d_i^2 f_i \|_\infty t^{-1})$$

$$\leq \mathbb{P}_f(|f_i \|_\infty \geq Q_i) + \mathbb{P}_f(|f_i \|_\infty \leq Q_i, |f_i(x)| \leq d_i f_i \|_\infty t^{-1}, |D_x f_i(v)| \leq 2n d_i^2 f_i \|_\infty t^{-1})$$

$$\leq \mathbb{P}_f(|f_i \|_\infty \geq Q_i) + \mathbb{P}_f(|f_i \|_\infty \leq Q_i, |f_i(x)| \leq d_i Q_i t^{-1}, |D_x f_i(v)| \leq 2n d_i^2 Q_i t^{-1})$$

For the first summand, we apply Lemma 4.13. For the second one, we apply Proposition 4.7 since, in the orthogonal coordinates of the Weyl basis,

$$f_i \mapsto \begin{pmatrix} d_i^{-1/2} f_i(x) \\ D_x f_i(v) \end{pmatrix}$$

is an orthogonal projection (by [12, §16.3] for example). In this way, we get

$$\mathbb{P}_f(A_i \cap B_i) \leq 2 \exp\left(-\frac{Q_i^2}{128K^2 n \ln(ed_i)}\right) + 8n d_i^3 \rho_i^2 Q_i^2 t^{-2}.$$ 

By substituting $Q_i^2 = 256K^2 n \ln(ed_i) \ln t$, we get

$$\mathbb{P}_f(A_i \cap B_i) \leq 2t^{-2} + 2^{11} n^2 d_i^3 \ln(ed_i) K_i^2 \rho_i^2 \ln^2(t) t^{-2} \leq 2^{12} n^2 d_i^3 \ln(ed_i) K_i^2 \rho_i^2 \ln^2(t) t^{-2}.$$ 

Putting everything together and some simple computations give the desired bound. \hfill \Box

**Proof of Corollary 4.12.** We use the fact that

$$\mathbb{E}_f \mathcal{C}(\hat{f}, x)^n = \int_1^\infty \mathbb{P}_f(\mathcal{C}(\hat{f}, x) \geq t^{1/n}) \, dt$$

together with Theorem 4.11 and Lemma 4.10. \hfill \Box

The results here prove (i) in Theorem 2.21 when combined with Theorem 4.1 and 4.1.

### 4.2.3 Tail bound for $\mathcal{C}$: Smoothed case

The smoothed case is very similar to the average case and the result almost identical.

**Theorem 4.14.** Let $x \in S^n$ and $q_\sigma \in H_n,d[n]$ $\sigma$-smoothed dobro. Then for all $t \geq 2n$,

$$\mathbb{P}_{q_\sigma}(\mathcal{C}(\hat{f}, x) \geq t) \leq 2^{n \log(n) + 13.5 n D^2 \mathcal{D}(\hat{f})^2} \frac{2n \ln^2(t)}{t^{n+1}} \left(1 + \frac{1}{\sigma}\right)^{2n}.$$ 

**Corollary 4.15.** Let $x \in S^n$ and $q_\sigma \in H_n,d[n]$ $\sigma$-smoothed dobro. Then

$$\mathbb{E}_{q_\sigma} \mathcal{C}(\hat{f}, x)^n = O\left(2^{3n \log(n) + 13.5 n D^2 \mathcal{D}(\hat{f})^2} \left(1 + \frac{1}{\sigma}\right)^{2n}\right).$$ 

We only need to substitute Lemma 4.13 in the proof of Theorem 4.11 by the following lemma to prove Theorem 4.14.
Lemma 4.16. Let $q_\sigma \in H_{n,d}[q]$ be $\sigma$-smoothed dobro. Then for all $i$, 

$$
P(\|q_\sigma,i\|_\infty \geq t) \leq 2 \exp \left( -\frac{t^2}{128 K_i^2 H n \ln(ed_i)} \right).
$$

Proof. By the triangular inequality,

$$
P(\|q_\sigma,i\|_\infty \geq t \|f\|) \leq P(\|f_i\|_\infty \geq (t - 1)/\sigma).
$$

Here, Lemma 4.13 finishes the proof. \(\square\)

Sketch of proof of Theorem 4.14. Note that the probabilistic assumptions only enter at the end of the proof of Theorem 4.11. There we use Lemma 4.16 instead of Lemma 4.13. \(\square\)

Proof of Corollary 4.15. As the proof of Corollary 4.12, but with Theorem 4.14 instead of Theorem 4.11. \(\square\)

The results here prove (ii) in Theorem 2.21, when combined with Theorem 4.1 and (4.1).

5 Finite precision and Parallelization

We discuss briefly here how to get the results for finite precision and parallelization.

5.1 Finite precision

To see the computation in finite precision, one should just follow the results from the original [26]. The main difference is that we have to guarantee that the precision grows sufficiently in terms of $\ell$, which measure the fineness of the grid. This is similar to what was done in [25] with the Plantinga-Vegter algorithm.

We note, however, that one does not need to be as precise as in [25] with the finite precision analysis. If one wants certification is enough to use interval arithmetic with an increasing of the precision compatible with bounds obtained.

Regarding the complexity, when we take into account the finite precision, the condition based complexity will depend on expression of the form

$$
E_{x \in S^n} \left( \frac{C(\hat{f},x)^n}{\|f\|_{\infty}^{n+1} \log C(\hat{f},x)} \right).
$$

These expression can be easily controlled using the probabilistic bounds given.

5.2 Parallelization

Parallelization of the grid methods is easy. We only have to perform the cycles through the points in the grid in parallel. We refer to [76, 4.3-1] to more details of how the parallelization of the grid method can be done in parallel.

The only point to be careful is the elimination of redundant approximations. In it, we must substitute the existing method, by a tournament method. In this method, we would start with pairs of approximations. In each round, we compare all survivor of one group.
against all survivors of the other group. This can be parallelized, as in each match we will perform at most $D^2$ comparissons. In this way, the parallel run-time of this method is

$$O(\log |\tilde{Z}|)$$

with $O(D^2|\tilde{Z}|)$ operations at most.
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We include for completeness the proof from results cited from \[24\], so that they are available easily to the reader.

**Proof of Theorem 2.7.** By [49, Theorem IV], we have that
\[ |\partial_x f(v)| \leq d \|f\|_\infty \|v\|. \]
The result follows applying induction.

**Proof of Proposition 4.3.** Let \( x_* \) be the maximum of \(|f|\) on \( S^n \), \( x \in G \) such that
\[ \operatorname{dist}_G(x_*, x) \leq \eta \]
and \([0, 1] \ni t \mapsto x_t\) the geodesic on \( S^n \) going from \( x_* \) to \( x \) with constant speed. Then, for the function \( t \mapsto M(t) := f(x_t) \), we have that \(|M(1)| \leq |M(0)| + |M'(0)| + \max_{s \in [0,1]} M''(s) \) by Taylor’s theorem. Furthermore, \(|M(0)| = |f(x_*)| = \|f\|_\infty, |M(1)| = \|f(x)\|\) and \( M'(0) = 0 \).
The latter is due to the fact that \( x_* \) is an extremal point of \( f \) and so of \( M \). Now,
\[ M''(t) = \partial^2_{x_t} f(\dot{x}_t, \ddot{x}_t) = df(x_t) \operatorname{dist}_G(x*, x)^2, \]
since \( \ddot{x}_t = -\operatorname{dist}_G(x_*, x^2) x_t \), as \( x_t \) is a geodesic on \( S^n \) of constant speed \( \operatorname{dist}_G(x_*, x) \), and \( \partial_{x_t} f(x_t) = df(x_t) \) by Euler’s formula for homogeneous polynomials. Then, by Kellogg’s Theorem (Theorem 2.1),
\[ \max_{s \in (0,1)} \frac{|M''(s)|}{2} \leq \left( \frac{d}{2} \right) \|f\|_\infty + \frac{d^2}{2} \|f\|_\infty = \frac{d^2}{2} \|f\|_\infty. \]
Thus \( \|f\|_\infty \leq |f(x)| + \frac{d^2}{2} \|f\|_\infty \eta^2 \), and the desired inequality follows. \( \square \)
For proving Lemma 4.13, the following two propositions of [24] are needed. Note that these are just explicit version of results in [79].

**Proposition A.1 (Subgaussian tail bounds).** Let \( \xi \in \mathbb{R} \) be a random variable.

1. If \( \xi \) is subgaussian with \( \psi_2 \)-norm at most \( K \), then for all \( t > 0 \), \( \mathbb{P}(|\xi| \geq t) \leq 2e^{-\frac{t^2}{2K^2}} \).

2. If there are \( C > 1 \) and \( K > 0 \) such that for all \( t > 0 \), \( \mathbb{P}(|\xi| \geq t) \leq Ce^{-\frac{t^2}{2K^2}} \), then \( \xi \) is subgaussian with \( \psi_2 \)-norm at most \( K \left( 1 + \sqrt{2\ln C} \right) \).

**Proposition A.2 (Hoeffding inequality).** Let \( \xi \in \mathbb{R}^N \) be a random vector such that its components \( \xi_1 \) are centered subgaussian random variables with \( \psi_2 \)-norm at most \( K \) and \( a \in \mathbb{S}^{N-1} \). Then, \( a^* \xi \) is a subgaussian random variable with \( \psi_2 \)-norm at most \( \frac{2}{3} K \). In particular, for all \( t \geq 0 \),

\[
\mathbb{P}( |a^* \xi| \geq t ) \leq 2e^{-\frac{8t^2}{25K^2}}.
\]

**Proof of Proposition 4.13.** Fix \( \eta \in [0, 1/d] \). By the proof of Proposition 4.3 we have that \( \|f\|_\infty > t \) implies \( \text{vol} \{ x \in \mathbb{S}^n \mid \|f(x)\|_\infty \geq \left( 1 - \frac{d^2}{2} \eta^2 \right) t \} \geq \text{vol} B_\infty(x_*, \eta) \), where \( x_* \in \mathbb{S}^n \) maximizes \( \|f(x)\|_\infty \). Therefore

\[
\mathbb{P}( \|f\|_\infty \geq t ) \leq \mathbb{P}_\xi \left( \mathbb{P}_{x \in \mathbb{S}^n} \left( \|f(x)\|_\infty \geq \left( 1 - \frac{d^2}{2} \eta^2 \right) t \right) \geq \text{vol} B_\infty(x_*, \eta)/\text{vol}\mathbb{S}^n \right).
\]

Now, by Stirling’s approximation [12 Eq. (2.14)] and [12 Lemma 2.31] (plus some estimations of \( \int_0^\eta \sin^{n-1} \theta d\theta \)), we have that

\[
\text{vol} B_\infty(x_*, \eta)/\text{vol}\mathbb{S}^n \geq 3\sqrt{n + 1} \left( \frac{2}{5} \eta \right)^n.
\]

In this way,

\[
\mathbb{P}( \|f\|_\infty \geq t ) \\
\leq \mathbb{P}_\xi \left( \mathbb{P}_{x \in \mathbb{S}^n} \left( \|f(x)\|_\infty \geq \left( 1 - \frac{d^2}{2} \eta^2 \right) t \right) \geq 3\sqrt{n + 1} \left( \frac{2}{5} \eta \right)^n \right) \\
\leq \frac{1}{3\sqrt{n + 1}} \left( \frac{5}{2\eta} \right)^n \mathbb{E}_\xi \mathbb{P}_{x \in \mathbb{S}^n} \left( \|f(x)\|_\infty \geq \left( 1 - \frac{d^2}{2} \eta^2 \right) t \right) \quad \text{(Markov’s inequality)} \\
\leq \frac{1}{3\sqrt{n + 1}} \left( \frac{5}{2\eta} \right)^n \mathbb{E}_x \mathbb{P}_\xi \left( \|f(x)\|_\infty \geq \left( 1 - \frac{d^2}{2} \eta^2 \right) t \right) \quad \text{(Tonelli’s theorem)} \\
\leq \frac{1}{3\sqrt{n + 1}} \left( \frac{5}{2\eta} \right)^n \max_{x \in \mathbb{S}^n} \mathbb{P}_f \left( \|f(x)\|_\infty \geq \left( 1 - \frac{d^2}{2} \eta^2 \right) t \right)
\]

Since \( f \) is dobro, for all \( i \) and \( x \in \mathbb{S}^n \), \( f_i(x) \) is a subgaussian random variable with \( \psi_2 \)-norm at most \( \frac{2}{3} K \). Note that we are using that in the coordinates of an orthogonal monomial basis for the Weyl norm, the following holds: 1) a dobro random polynomial looks like random vector whose components are independent and subgaussian of \( \psi_2 \)-norm at most \( K \), and 2) evaluation at a point of the sphere becomes inner product with a vector of norm one.
Hence
\[ \mathbb{P} (\|f\|_\infty \geq t) \leq \frac{q}{3^{\sqrt{n+1}} \left( \frac{5}{2\eta} \right)^n \exp \left( - \left( 1 - \frac{d^2}{2} \eta^2 \right)^2 \frac{8t^2}{25K^2} \right)} . \]

The claim follows taking \( \eta = 5/(6d) \). For the other inequalities on the moments use Proposition A.1.

**Proof of Proposition A.1.** This is just [79, Proposition 2.5.2] with a twist. For the first part, we only have to follow the constants in the proof. For the second one, note that
\[ \mathbb{E}|x|^p = K^p (2 \ln C)^{\frac{p}{2}} + \int_0^\infty u^{p-1} e^{-\frac{u^2}{2K}} du, \]
which follows from
\[ \mathbb{P}(|x| > u) \leq \begin{cases} 
1 & \text{if } u \leq K\sqrt{2 \ln C} \\
e^{-\frac{u^2}{2K}} & \text{if } u \geq K\sqrt{2 \ln C}, 
\end{cases} \]
dividing the integration domain into \([0, K\sqrt{2 \ln C}]\) and \([K\sqrt{2 \ln C}, \infty]\), and applying some straightforward calculations and bounds.

Now, applying the change of variables \( t = \frac{u^2}{2K} \) and Stirling’s inequality, we obtain
\[ \int_0^\infty u^{p-1} e^{-\frac{u^2}{2K}} du = K^p 2^{\frac{p}{2}-1}\Gamma\left(\frac{p}{2}\right) \leq 2K^p e^{-\frac{p}{2}} p^{\frac{p}{2}}. \]
Hence
\[ \mathbb{E}|x|^p \leq K^p \left( (2 \ln C)^{\frac{p}{2}} + 2p^{\frac{p}{2}} \right), \]
from where the second part follows. \( \square \)

**Proof of Proposition A.2.** This is an application of [79, Proposition 2.6.1], where we only have to find the explicit constants hidden in the proofs of [79, (2.5) and (2.6)] —the constants are given as absolute constants in the statement, but one can find the precise constants in the proofs. Note however that for us the \( \psi_2 \)-norm is the \( K_1 \) in [79, Proposition 2.5.2], while in [79] it is the constant \( K_4 \) of that proposition.

The last claim is just applying Proposition A.1. \( \square \)